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Executive Summary 

The design process for floating wind turbine substructures can be aided by application of design mod-

els at different levels of fidelity. This is due to the generic proportionality between model accuracy and 

computational effort. The present deliverable of LIFES50+ focuses on the validation of advanced 

models developed in work package 4. The validation is made against model test data, mainly from the 

Ocean Basin tests within LIFES50+. The deliverable further gives examples of cascading (application) 

of results from the advanced models into models of lower fidelity.  

 

The model validation consists of 

 

- Validation of the inclusion of floater flexibility in dynamic response calculations in the HAWC2 

aero-elastic model. The methods ability to predict response at the natural structural flexibility is 

demonstrated in a generic setup with a flexible monopile subjected to loads from steep waves. 

 

- Validation of a second-order FAST model for the OO-Star Wind Floater Semi 10MW with full QTF 

quadratic wave forcing and damping calibration in the modal space. It is demonstrated that a good 

match can be obtained if a sea-state dependent damping calibration is applied. The second-order for-

cing of the Newman approximation is found to be generally smaller than the one obtained from full 

QTF analysis.  

 

- Validation of an OpenFOAM hydrodynamic CFD setup for the OO-Star Wind Floater Semi 10MW. 

A good agreement is found for a heave decay test. A simplified mooring representation is developed 

and a further good match for surge motion in a regular wave case is shown.  

 

- Validation of a second-order FAST model for the Nautilus-DTU10 floater with full QTF quadratic 

wave forcing. A damping approach based on calibrated Morison drag coefficients is utilized and a 

generally good match is found for pink noise tests. For larger sea states, the combined role of forcing 

and damping of the Morison drag term is found to prevent a good calibration for all degrees of free-

dom. 

 

- Validation of an Ansys CFX hydrodynamic CFD setup for the Nautilus-DTU10 floater. Forced 

heave motion is utilized to compute added mass and damping coefficients. A good match with linear 

potential flow theory is found for the added mass. Free heave decay is compared to test results and the 

effect of viscous flow separation is discussed. 

 

- Validation of an OMA (Operational Modal Analysis) based method for damping detection. The 

method is applied to the ocean basin tests of the Nautilus-DTU10 floater in combination with a QTF-

driven second-order hydrodynamic model. The damping levels found by OMA agree well with those 

based on modal calibration for pink noise tests. Differences are found for the extreme sea states and 

are discussed in relation to the assumptions associated with OMA theory.  

 

- Validation of a free vortex aerodynamic model against wind tunnel tests of POLIMI for a scaled 

model of the 10MW DTU reference wind turbine. Detailed comparison of aerodynamic damping from 

oscillatory tests are presented. It is found that the free vortex approach is generally more accurate than 

the BEM (Boundary Element Momentum) method. 
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Introduction 
Accurate design of floaters for offshore wind application can be aided by combination of numerical 

tools of different level of fidelity. This has been the basis for work package 4 of LIFES50+, illustrated 

in Figure 1. In pre-design efficient models with low CPU cost can speed up the initial design iterations, 

while the design validation must be carried out by state-of-the-art models of higher accuracy and CPU 

cost. In the design validation at component level, advanced models can be applied to provide details on 

load mechanisms at larger accuracy and CPU cost.  

Figure 1: CPU-time versus accuracy for design models. Task division in LIFES50+ WP4. 

Simplified models have been presented in D4.1 Simplified numerical models for up-scaled design, while 

State-of-the-art models have been presented in D4.5 State-of-the-art models for the two public 10MW 

floater concepts. Advanced models were presented in D4.7 Models for advanced load effects and loads 

at component level. The role of the present deliverable D4.8 Validation of advanced models and methods 

for cascading into simpler models is to present the validation of these advanced models against generic 

or experimental data from the LIFES50+ project. Further, the deliverable demonstrates methods for 

application of the advanced model results within models of lower CPU cost.  

The validation of models is done in the following sections, for the following floaters and data sets: 

Section Model Structure / data set 

2 Elastic substructure deformation Flexible mononopile 

DHI-DTU Wave Loads data (2013) 

3 Modal based damping vs diagonal damping 

matrices 

Newman vs full QTF 

OO floater 

L50+ Sintef Ocean basin tests 

4 OpenFOAM CFD for wave-driven platform 

motion 

OO floater 

L50+ SINTEF Ocean basin tests 

5 Second-order forcing Newman vs QTF. 

Morison-based damping  

Nautilus floater 

L50+ SINTEF Ocean basin tests 

6 Ansys CFX CFD for wave-driven platform 

motion 

Nautilus floater 

L50+ SINTEF Ocean basin tests 

7 Damping detection by Operational Modal 

Analysis and second-order hydrodynamics 

Nautilus floater 

L50+ SINTEF Ocean basin tests 

8 Free vortex method vs BEM Scaled DTU 10MW rotor 

L50+ POLIMI wind tunnel tests 
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The methods for cascading are not described in isolated sections but are inherent of the model develop-

ments. They can be summarized as follows 

Section Model Model levels 

3,5 QTF vs Newman 

• The Newman forcing model can be applied

with same efficiency as linear forcing once its

accuracy has been found to be sufficient

Advanced -> State-of-the-art 

Advanced -> Simplified 

3,5,7 Tuning of damping (modal, Morison, OMA) 

• The results of the damping calibration and

OMA detection method can be applied in sim-

plified models

Advanced -> State-of-the-art 

Advanced -> Simplified 

State-of-the-art -> Simplified 

4,6 Hydrodynamic CFD 

• The CFD models are applied for decay tests.

The detected damping can potentially replace

physical model tests for damping detection

Advanced -> State-of-the-art 

Advanced -> Simplified 

8 BEM and Free vortex method 

• The aerodynamic analysis for forced motion

can replace the wind tunnel tests and provide

aerodynamic damping for simplified models

with parameterized aerodynamic damping

State-of-the-art -> Simplified 

Advanced -> Simplified 

The report is structured around the sections outlined above. Sub-conclusions for each model validation 

are provided in each subsection. An overall summary with perspectives for further work is provided in 

section 9.  
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 Validation of elastic modes against flexible monopile tests  
The methodology to include substructure elasticity within dynamic calculations presented in D4.7 is 

validated here. Due to the lack of appropriate model scale floating wind turbine tests that include the 

elasticity of a floating substructure, the validation study was carried out considering a 1:80 scale model 

monopile dataset from the Wave Loads Project [1]. Whilst this study is limited in terms of validating 

the full extent of the proposed methodology, it enables a generic verification of the implementation of 

the super element and hydro-elastic modelling within HAWC2 and WAMIT.  

The section is organized as follows: First a brief description of the experimental setup is given, followed 

by the numerical model setup and a discussion of the model limitations. Simulation results for two cases 

are then presented and discussed. 

2.1 Experimental Setup 

The 1:80 scale model flexible monopile was tested at DHI Denmark as part of the Wave Loads project 

[2]. Results and re-computations of the data set has been presented earlier as part of the Wave Loads 

project [1] and the OC5 project [3]. The wave basin setup consisted of the monopile installed on a 

sloping bed, as illustrated in Figure 2. The water depth at the wave maker was 0.78 metres and the water 

depth at the monopile for the load cases considered here was 0.51 metres, corresponding to 40.8 metres 

in prototype scale. Table 1 presents the model setup. The monopile was instrumented with a number of 

accelerometers placed at different heights, and a force gauge at the base. Further details may be found 

in [1]. 

(a) (b) 

(c) 

Figure 2: (a) Scale model monopile installed in the DHI Denmark wave basin; (b) Layout of the monopile; (c) side 

view of the wave basin 
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Table 1: Monopile characteristics 

Parameter Model Scale (1:80) Prototype Scale 

Diameter, D [m] 0.075 6.0 

Wall thickness [cm] 0.18 14.4 

Estimated EI [Nm2] 1026 4.2 × 1010

Estimated damping ratio [-] 0.017 0.017 

Section density [kg/m] 0.64 4096 

Monopile height [m] 2.0 160 

m1 [kg] 1.786 9.37 × 105

m2 [kg] 1.784 9.36 × 105

h1 [m] 1.6075 128.6 

h2 [m] 1.0875 87.0 

f1 [Hz] 2.5 0.28 

f2 [Hz] 18 2.0 

2.2 Numerical Model Setup 

The numerical model was set up following the methodology described in D4.7. First a beam-type finite 

element model of the model scale monopile was constructed in HAWC2, using the Morison equation 

and strip theory to represent hydrodynamic inertial characteristics. The solution of the eigenvalue prob-

lem of this model gave eigen frequencies that were in agreement with the measured natural frequencies 

corresponding to the first two bending modes. Due to the relative placement of these natural frequencies 

with respect to the wave frequency range (c.f. Table 1), only the first eigen mode was considered in the 

further analysis. 

The first eigen mode identified in the first phase of the analysis, was then used in the framework of the 

HAWC2-flex WAMIT for time domain computations of the structural response.  Note that the reduced 

order model of the monopile had 7 degrees of freedom (DOFs), namely the 6-rigid body DOFs and one 

flexible DOF. The 6-rigid body DOFs were constrained such that only the flexible DOF was free to 

vibrate within the dynamic calculations. When carrying out dynamic calculations, the measured wave 

elevation from the experiments was used as input to hydrodynamic load calculations. The WAMIT pre-

computation defines linear transfer functions from the complex Fourier amplitudes of the waves to the 

forcing of the individual modes. In this way, the wave input is fully nonlinear with higher-harmonic 

frequency content. The force model, though, is linear, so all frequency content is converted to force by 

the linear transfer function. This limitation is discussed further below. The stresses can be obtained in 

post-processing by imposing the simulated response in the FEM model used in the first phase.  

2.3 Limitations of the study 

The simple setup of a monopile fixed to the sea bed was chosen due to a) its simple form and b) to the 

availability of data. No open data sets for flexible response of a floating wind turbine structure are avail-

able to the author’s knowledge. The simple setup of the monopile has the advantage of easier interpre-

tation of the results and limited uncertainty in model setup and calibration.  

The validation of the solver for this setup, however, is also associated with a number of limitations: 

• The experiments were made to study ringing and impulsive excitation of monopile turbines in

storm waves. The natural frequency of the monopile (2Hz in model scale; 0.28 Hz in full scale)

is thus outside of the primary wave range. The dynamic excitation of the structure is therefore
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a result of nonlinear wave effects which are only partially covered in the model. The model is 

driven by the measured free surface elevation which does contain the fully nonlinear wave fre-

quency content. This is next passed through the WAMIT generated linear transfer functions for 

modal forcing. This introduces in-completeness for the nonlinear wave content and is thus likely 

to lead to in-accurate results for the structural excitation.  

• Linked to the linear basis of the WAMIT description, the force integration is only carried out

up to the still water level and viscous drag loads are neglected. Also, this will lead to discrep-

ancies in the forcing.

As a result, the present validation should be seen as a step on the path towards a full validation of the 

solver. Besides the nonlinear excitation loads, the model will also deflect quasi-statically to the external 

forcing and the model frame work will allow sectional loads to be determined. These sectional loads are 

a result of the external forcing and the predicted deflections. The comparison of them to the measured 

ones thus provides a first attempt for a model validation.  

2.4 Response in waves 

Three load cases were considered, namely one regular wave condition and two irregular wave condi-

tions. Table 2 details the parameters for these wave conditions. All results are shown in terms of repre-

sentative time series and power spectra. For the irregular wave cases, also exceedance probability curves 

for the shear force at sea bed are shown, obtained by a simple wave-by-wave analysis. For these exceed-

ance probability curves, a low-pass filtering at 5 Hz was conducted prior to the peak extraction to avoid 

high-frequency oscillations. 

Table 2: Environmental conditions 

2.4.1 Regular Waves R1 

Figure 3 presents the in-line shear force at the monopile base for the regular waves R1 condition. From 

the time series of free surface elevation, a difference in the mean value is observed. This discrepancy is 

due to a non-zero mean of the measured signal, which was ignored by the numerical model.  

For the shear force at the sea bed, a 25% difference in the PSD amplitude, equivalent to 14% difference 

in Fourier amplitude occurs. Here the difference is associated with an under-prediction in the HAWC2 

results. This is likely due to the only linear hydrodynamic description that involves only hydrodynamic 

loading up to the still water level and neglects viscous drag loads.  

Higher harmonics are excited due to higher harmonics present in the measured wave-elevation which is 

used as input.  

Model Scale Prototype Scale 

H, Hs [m] T, Tp [s] H, Hs [m] T, Tp [s] 

Regular waves (R1) 0.100 1.565 8 14.0 

Irregular waves (I1) 0.104 1.409 8.3 12.6 

Irregular waves (I2) 0.138 1.565 11.0 14.0 
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Figure 3: Wave elevation and shear force at the monopile base in the regular wave condition. 

2.4.2 Irregular Waves I1 

Figure 4 presents the in-line shear force at the monopile base for the irregular waves I1 condition. The 

comparison of wave elevation between HAWC2 and the measurements only differs by a mean offset 

similarly as for the R1 case.  

From the spectral plot, HAWC2 tends to under-predict the shear force response about the peak wave 

frequency and over-predict the response at higher frequencies. The under-prediction could be due to the 

fact that HAWC2 only considers hydrodynamic loads up to the mean water level. The over-prediction 

cause is less clear – WAMIT includes diffraction effects that would be more pronounced at the higher 

frequencies and these effects should not be over-estimated by WAMIT. There could be some nonlinear 

damping in the measurements, although there is no clear physical indication to this in this frequency 

range. 

In terms of the exceedance probability curves, the model is in fair agreement with the measurements. 

The shear force peaks are generally under-predicted by HAWC2, with the largest difference of 16.9% 

being at the lowest probability. This can be linked to the model limitations of incomplete nonlinear wave 

forcing description and the omission of loads above the still water level and the omission of drag loads. 
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Figure 4: Wave elevation and shear force at the monopile base for the irregular waves I1 condition. 

2.4.3 Irregular Waves I2 

Figure 5 presents the shear force at the monopile base in line with wave propagation for the irregular 

waves I2 condition. In the frequency domain, the same trend as for the I1 condition can be seen for the 

shear force: the response at the wave peak frequency is under-predicted while the response towards 

higher frequencies is over-predicted. 

The exceedance probability curves for bed shear force are in better agreement here. This is surprising 

since the sea state I2 is stronger than I1. One would thus expect larger deviations from the measurements 

in comparison to the smaller sea state response. In this case the HAWC2 and measured shear force 

curves cross over a few times. The largest peak is over-predicted by 8% by HAWC2. 
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Figure 5: Wave elevation and shear force at the monopile base for the irregular waves I2 condition. 

2.5 Conclusions 

The present results show in a generic setting that the coupled HAWC2-WAMIT approach for flexible 

substructure modes is able to predict sectional loads in the substructure for irregular wave forcing. The 

model accuracy is limited due to the omission of nonlinear wave forcing effects and the omission of 

viscous drag loads. Despite these limitations, response outside of the primary wave spectrum was seen, 

thus illustrating that the flexible solver is able to predict dynamic response at the natural frequency of 

the structure.  

Further and more accurate validation of the model would ideally be for a floating structure with a natural 

frequency within the forcing range. Such a validation is much more complex due to the presence of both 

rigid and flexible response modes. This is therefore left for future work.  
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Validation of second-order hydrodynamics in a state-of-the-art model 

of the OO-Star Wind Floater Semi 10MW 

3.1 Introduction 

In D4.6 [4] the OO-Star FAST model was adapted and compared to test results of pink noise waves, 

DLC 1.6 (severe sea state) and DLC 6.1 (extreme sea state). The model was extended to include second-

order hydrodynamics through the Newman's approximation. Since the full QTF calculation requires 

considerable computational effort as it may cover a large number of frequency combinations, the New-

man’s approximation is typically used for estimating the second-order wave forces.  The approach is 

based on the knowledge of the main diagonal of the QTF matrix only (the slow-drift force in regular 

waves). 

In this study the model is extended to also include the full second-order solution, where a similar damp-

ing calibration approach as in D4.6 is utilized, in order to compare the two forcing models across the 

four load cases. Next a modal analysis approach is adapted in order to determine and calibrate a more 

realistic constant global damping matrix for both models. 

The study is based on the planar motion (surge, heave and pitch) of the ocean basin load cases in D3.4 

[5] where only waves are applied. For each sea state, the response in each of the planar DoFs (surge, 

heave and pitch) will be shown in terms of a representative portion of the time series (left column), a 

Power Spectral Density (PSD) plot (central column) and an exceedance probability plot (right column). 

To avoid initial transient effects the first 1800 s were discarded from both the PSD and the exceedance 

probability calculations. Furthermore, the PSD signals were smoothened by applying a moving-average 

filter with 20 points. Each response plot is followed by a table comparing test and model response in 

each planar DoF in terms of the mean 𝜉̅, standard deviation 𝜎 and value at the 95% percentile 𝜉95%. The

relative error in 𝜎 and 𝜉95% is also shown. Lastly the second-order wave forces from the Newman ap-

proximation and the full second-order solution are presented in the same way as the responses, but with 

peak-to-peak (or Quantile-Quantile) plots instead of exceedance probability plots in order to emphasise 

the difference in the forcing models.  

In the following “Newman” will refer to the model based on the Newman's approximation and “full 

QTF” will refer to the full second-order solution. 

3.2 Full second-order solution 

As also described in Section 7.3.5 the vector of wave excitation loads contains first- and second-order 

components and according to Pinkster [6], the second-order loads are due to five components: 

1. the first-order relative wave elevation;

2. the quadratic interaction of the first-order velocity potential with itself;

3. the second-order velocity potential;

4. the interaction of the first-order potential and the first-order motion;

5. and the interaction of the first-order rotations with the first-order body accelerations.

As mentioned in Simos et al. [7], the first-order motion is sensitive to the amount of damping in the 

system. Since the viscous damping is expected to change with the sea state, the second-order analysis 

would have to be carried out for each sea state due to the dependence of the second-order solution on 

the first-order motion. This would require a few iterations of the 2nd-order solution for each sea state. 

Therefore, for the present work the contributions of the first-order motion to the second-order loads 

(items 4 and 5 in the list above) are not considered. This also allows a more general solution of the 
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second-order problem, which is independent on the motion and can thus be re-used for different 

environmental conditions, including cases with wind forcing. This simplification is expected to have 

small effect for mild sea states, but it may lead to an underprediction of the second-order loads for severe 

sea states. On the other hand, computation of the Quadratic Transfer Functions (QTFs) including the 

first-order solution with insufficient damping may lead to overestimation of the second-order loads [8]. 

Further details on the theory behind first- and second-order radiation diffraction theory can be found in 

Newman [9], Pinkster [6] and Lee [10]. 

Following the same approach as for the NAUTILUS (see section 7.3.5), the time-domain 

implementation of the second-order hydrodynamic loads has been verified against FAST v8 [11]. Full 

difference-frequency QTF matrices were computed in WAMIT for the six DoF, considering 50 angular 

frequencies in the range 0.0628-3.1416 rad/s, which corresponds to periods in the range 2-100 s. The 

sum-frequency loads were not included as they are expected to have negligible effects on the 

semisubmersible considered here (see [12], [8]). Taking advantage of symmetry, one half of the floater 

was discretized with 6585 panels (see Figure 64, right). 

Figure 6: Panel discretization of the free surface (left) and the floater (right) for the OO Semi WAMIT analysis.  

Similarly a reduced convergence study of the discretization of the free surface was conducted, where 

two parameters were varied: the radius of the partition inside which the integration of the quadratic 

forcing over the free surface is done numerically, RINNER; and the size of the free-surface panels 

relative to the body panel size at the free surface, SCALE. Results for RINNER values of 100, 300, 500 

and 1000 m (keeping SCALE at 4) and SCALE values of 1, 2, 4 and 8 (keeping RINNER at 500 m) 

were compared for angular frequencies corresponding to 1.00, 1.05, 1.10 and 1.35 rad/s [13]. The 

convergence study suggested that, although the effect of the free surface was small, a discretization with 

RINNER=500 and SCALE=4 was appropriate. The agreement between the QTF results obtained with 

direct and indirect methods was also interpreted as a sign of numerical convergence with respect to panel 

resolution [14]. 

3.3 Global linear damping from diagonal elements 

In D4.6 it was shown how a diagonal global linear damping matrix could be calibrated for each sea state 

such that the standard deviation in each degree of freedom is matched for a subset of the full time series. 

The same method was then adapted to the model based on the full second-order solution (full Quadratic 

Transfer Function) in order to establish a comparison with the Newman approximation. D4.6 described 

how, by adding a global linear damping matrix, 𝑩1
∗ , and a quadratic damping matrix, 𝑩2

∗ , to the equa-

tions of motion of the floater, see Equation (3.1), the hydrodynamic damping could be calibrated based 

on the physical decay tests.  
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(𝑴 + 𝑨∞)𝜉̈ + ∫ 𝑲(𝑡 − 𝜏)
𝒕

𝟎

𝜉̇(𝜏)𝑑𝜏 + 𝑩1
∗ 𝜉̇ + 𝑩2

∗ |𝜉̇|𝜉̇ + 𝑪𝜉 = 𝐹𝑒𝑥𝑐 + 𝐹𝑚𝑜𝑜𝑟 + 𝐹𝑣𝑖𝑠𝑐 (3.1) 

where 𝜉 = [𝜉1, 𝜉2, … , 𝜉6]
𝑇 correspond to the system six degrees of freedom; surge, sway, heave, roll,

pitch and yaw. 𝑴 illustrates the mass and inertia matrix of the combined system, 𝑨∞ is the resulting

infinite-frequency limit of the added mass matrix, 𝑲(𝑡) =
2

𝜋
∫ 𝑩𝒓𝒂𝒅(𝜔) cos(𝜔𝑡) 𝑑𝜔

∞

0
 in the convolu-

tion integral denotes the retardation kernel (based on radiation damping 𝑩𝒓𝒂𝒅 only), and 𝑪 the hydro-

static stiffness matrix. Furthermore, the forces acting on the combined system are the wave excitation 

loads 𝐹𝑒𝑥𝑐, the mooring reactions 𝐹𝑚𝑜𝑜𝑟 and the viscous effects 𝐹𝑣𝑖𝑠𝑐.

The 𝑩1
∗  and 𝑩2

∗  denote a constant additional linear- and quadratic global damping matrices respectively 

in addition to the wave radiation damping and the drag computed by the Morison equation. In D4.6 it 

was shown how the elements along the main diagonals of 𝑩1
∗  and 𝑩2

∗  were added and initially calibrated 

by matching the model free decay tests. The values along the main diagonals were obtained iteratively 

through trial and error. In the HydroDyn-module of FAST the user can specify the elements of these 

global damping matrices 

Then, it was shown that additional negative damping was needed for increasing sea state and these sea 

state dependencies have also been investigated in for example [15], [16], [17] and [18]. Thus, the global 

linear damping terms for the in-plane motions (surge, heave and pitch) in 𝑩1
∗ , were further calibrated for 

each load case by matching the standard deviation of the responses for the model and for the experi-

ments. It was decided to adjust the additional linear damping terms through 𝑩1
∗ , as the Morison drag 

term introduces both forcing and damping. By increasing the drag coefficients not only the damping 

increases, but also the excitation. Due to the long duration of the tests, it was decided to do the calibra-

tions based on shorter versions of the load cases, i.e. 1000 s (without transient). A better match is likely 

obtained for longer simulations. 

The damping matrices 𝑩1
∗  and 𝑩2

∗  for the Newman based model were similarly applied to the full QTF 

model, in order to emphasize the effect of including the full QTF. In Figure 7 the results from calibration 

process in D4.6 is presented and it shows how the linear diagonal damping terms changes with signifi-

cant wave height. The negative damping is compensating for the missing wave excitation forces, which 

increases with 𝐻𝑠. In the following comparison study the results from the pink noise waves and DLC

6.1 (2) will be presented.  

Figure 7: Global calibrated linear damping in-plane diagonals for different sea states 
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3.3.1 Pink Noise – 𝑯𝒔 = 𝟐 m, 𝑻𝒑 = [𝟒. 𝟓, 𝟏𝟖. 𝟐] s 

Figure 8 shows the planar response to pink noise waves with Hs = 2 m and Tp = [4.5,18.2] s with cor-

responding result statistics presented in   
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Table 3. 

It is seen from the figure that both models are matching the experiments very well in surge and heave 

with errors in the standard deviations being below 5% and the 95% percentiles being within 8% of the 

test results. Also, it can be seen from the heave PSD that a significant peak at the heave natural frequency 

is not captured by both models even though the response is matched well. This is because calibration by 

matching the standard deviation 𝜎 of the responses will ensure that the area under the global spectrum 

𝑆𝜉,𝑗(𝜔) will be the same, as 𝜎𝜉,𝑗
2 = ∫

∞

0
𝑆𝜉,𝑗(𝜔)𝑑𝜔 . This means that the energy can be distributed

slightly different in the PSD, but overall probability of exceedance will be matched. 

For both models a significant error in the standard deviations of the pitch response of -11.6% can be 

seen, implying that the additional linear damping term for the pitch motion in 𝑩1
∗  needs some fine-ad-

justment.  

Figure 8: Time, frequency and exceedance probability plots for the pink noise waves 
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Table 3: Results statistics for pink noise waves 

Newman 𝜉𝑡̅𝑒𝑠𝑡 𝜉𝑚̅𝑜𝑑𝑒𝑙 𝜎𝑡𝑒𝑠𝑡 𝜎𝑚𝑜𝑑𝑒𝑙 𝐸𝑟𝑟𝑜𝑟 [%]  𝜉𝑡𝑒𝑠𝑡
95% 𝜉𝑚𝑜𝑑𝑒𝑙

95% 𝐸𝑟𝑟𝑜𝑟 [%] 

Surge [m] 0.77 0.72 1.13 1.19 4.94 2.27 2.44 7.20 

Heave [m] -0.02 0.00 0.13 0.12 -0.58 0.30 0.29 -3.11 

Pitch [deg] -0.02 -0.04 0.19 0.17 -11.64 0.42 0.37 -12.77 

Full QTF 𝜉𝑡̅𝑒𝑠𝑡 𝜉𝑚̅𝑜𝑑𝑒𝑙 𝜎𝑡𝑒𝑠𝑡 𝜎𝑚𝑜𝑑𝑒𝑙 𝐸𝑟𝑟𝑜𝑟 [%]  𝜉𝑡𝑒𝑠𝑡
95% 𝜉𝑚𝑜𝑑𝑒𝑙

95% 𝐸𝑟𝑟𝑜𝑟 [%] 

Surge [m] 0.77 0.73 1.13 1.18 4.04 2.27 2.45 7.70 

Heave [m] -0.02 0.00 0.13 0.13 0.95 0.30 0.30 -0.52 

Pitch [deg] -0.02 -0.04 0.19 0.20 3.48 0.42 0.43 1.62 

3.3.2 DLC 6.1 (2) – 𝑯𝒔 = 𝟗. 𝟒 m, 𝑻𝒑 = 𝟏𝟔 s  

The planar response to irregular waves is shown in Figure 9 for DLC 6.1 with 𝐻𝑠 = 9.4 m, 𝑇𝑝 = 16 s

with corresponding result statistics presented in Table 4. 

It is observed that, when the same damping matrices as for the Newman based model is applied to the 

full QTF model, the surge and pitch motions are over-predicted. The sudden change in response from 

the mild pink noise waves to the 50-year wave is likely due the increased resonant pitch response. This 

arrives from the structure having a low natural period in pitch, i.e. far from the diagonal in the QTF 

matrix and due to the surge/pitch coupling the surge response is similarly affected. The heave response 

for both models predicts very similar results with an error in the standard deviations of ~8% and within 

5% in the 95% percentile, which is due to the heave motion being dominated by the waves. 

The effect of including the full QTF matrix will be investigated in the following, by individually cali-

brating the global additional damping matrices in the modal space and by analysing the response and 

the second-order forces from both models.   

Table 4: Results statistics for DLC 6.1 (2) 

Newman 𝜉𝑡̅𝑒𝑠𝑡 𝜉𝑚̅𝑜𝑑𝑒𝑙 𝜎𝑡𝑒𝑠𝑡 𝜎𝑚𝑜𝑑𝑒𝑙 𝐸𝑟𝑟𝑜𝑟 [%]  𝜉𝑡𝑒𝑠𝑡
95% 𝜉𝑚𝑜𝑑𝑒𝑙

95% 𝐸𝑟𝑟𝑜𝑟 [%] 

Surge [m] 2.57 4.77 3.28 3.21 -2.31 7.45 7.77 4.40 

Heave [m] -0.56 0.06 1.08 1.17 7.62 2.50 2.62 4.79 

Pitch [deg] 0.68 -0.19 0.82 0.81 -1.17 1.97 2.00 1.91 

Full QTF 𝜉𝑡̅𝑒𝑠𝑡 𝜉𝑚̅𝑜𝑑𝑒𝑙 𝜎𝑡𝑒𝑠𝑡 𝜎𝑚𝑜𝑑𝑒𝑙 𝐸𝑟𝑟𝑜𝑟 [%]  𝜉𝑡𝑒𝑠𝑡
95% 𝜉𝑚𝑜𝑑𝑒𝑙

95% 𝐸𝑟𝑟𝑜𝑟 [%] 

Surge [m] 2.57 5.20 3.28 3.71 13.00 7.45 8.87 19.10 

Heave [m] -0.56 0.05 1.08 1.17 8.34 2.50 2.58 3.13 

Pitch [deg] 0.68 -0.24 0.82 1.15 39.90 1.97 2.84 44.66 
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Figure 9: Time, frequency and exceedance probability plots for DLC 6.1 (2) 

 

3.4 Global linear damping from modal analysis 

The method of calibrating the diagonals in the linear global damping matrix is a decent approach, since 

it is fast and efficient, but it neglects the coupling between the various degrees of freedom. In order to 

include the coupling effects for especially the surge/pitch, a similar approach as seen in Section 7.3.4 is 

used, where a constant linear global damping matrix 𝐁 is built in the modal space. The modal damping 

coefficients 𝑏𝑛 for each mode are calibrated and then by utilizing the modal vectors of the numerical 

model, these can be transformed back to the physical space creating the 𝐁 matrix. The numerical model's 

system matrix 𝐃𝑛𝑢𝑚 is built as 

 𝐃𝑛𝑢𝑚 = (𝐌 + 𝐀0)
−1(𝐂ℎ𝑠𝑡 + 𝐂𝑚𝑜𝑜𝑟) (3.2) 

where 𝐌 is the mass matrix, 𝐀0  is the zero-frequency limit of the added mass matrix, 𝐂ℎ𝑠𝑡  is the 

hydrostatic restoring matrix and 𝐂𝑚𝑜𝑜𝑟 is the mooring restoring matrix, resulting from the linearization 

of the mooring system around the equilibrium position in still water. The diagonalization of 𝐃𝑛𝑢𝑚 

provides a set of eigenvectors contained in the columns of 𝚿𝑛𝑢𝑚, which is used to diagonalize the 

model's mass 𝑚𝑛 and stiffness matrices 𝑐𝑛: 

 [𝑚𝑛] = 𝚿𝑛𝑢𝑚
𝑇 (𝐌 + 𝐀0)𝚿𝑛𝑢𝑚 (3.3) 

 [𝑐𝑛] = 𝚿𝑛𝑢𝑚
𝑇 (𝐂ℎ𝑠𝑡 + 𝐂𝑚𝑜𝑜𝑟)𝚿𝑛𝑢𝑚 (3.4) 
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For each mode, the modal damping coefficient is thus computed as 𝑏𝑛 = 2𝜁𝑛√𝑚𝑛𝑘𝑛 . Finally, the

diagonal matrix of modal damping coefficients [𝑏𝑛] is transformed back to the physical space by virtue

of 

𝐁 = (𝚿𝑛𝑢𝑚
𝑇 )−1[𝑏𝑛]𝚿𝑛𝑢𝑚

−1 . (3.5) 

The six modal damping ratios 𝜁𝑛 are calibrated until the standard deviation 𝜎 of the computed response

in the in-plane DoF (surge, heave and pitch) is as close as possible to the standard deviation of the 

measured response. In both signals the first 1800 s are discarded in the computation of standard 

deviation. By working with modal damping coefficients, the damping in each DoF is independently 

calibrated with only one parameter. 

The calibration process is done for both the Newman based model and the full QTF model to study and 

the result from the calibrations are two constant linear global damping matrices 𝐁 for each sea state. An 

example of one of these damping matrices determined from the modal analysis can be seen in Table 5.  

Figure 10 shows the in-plane modal damping ratios as function of significant wave height. As expected 

the Newman based model has similarly trends, as for the global calibrated linear damping diagonals, 

recall Figure 7. However it can be seen that the full QTF solution compensate for the missing wave 

excitation forces in the model, thus much less negative damping is needed for heave and pitch. The 

reason for the similar results for surge, is likely due to the high natural period in surge, hence close to 

the diagonal in the QTF matrix, and thus close to the Newman approximations.  

Table 5: Example of an additional linear damping matrix determined from the modal analysis for the OO-Star Wind 

Floater. Case: pink noise waves – full QTF model 

Figure 10: Calibrated in-plane modal damping ratios as function of sea state 

Linear 1 (Surge) 2 (Sway) 3 (Heave) 4 (Roll) 5 (Pitch) 6 (Yaw) 

1 (Surge) -1.79E+05 0 0 0 -1.72E+06 0 

2 (Sway) 0 -1.79E+05 0 1.72E+06 0 0 

3 (Heave) 0 0 7.10E+05 0 0 0 

4 (Roll) 0 1.72E+06 0 -8.37E+08 0 0 

5 (Pitch) -1.72E+06 0 0 0 -8.37E+08 0 

6 (Yaw) 0 0 0 0 0 4.02E+09 
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3.4.1 Pink Noise – 𝑯𝒔 = 𝟐 m, 𝑻𝒑 = [𝟒. 𝟓, 𝟏𝟖. 𝟐] s 

The in-plane response to the pink noise wave with Hs = 2 m and Tp = [4.5,18.2] s is shown in Figure

11 and corresponding result statistics are presented in Table 6.  

Similar to the previous approah, it can be seen that the surge and pitch are dominated by resonance at 

the natural frequency, while the linear wave loads dominate the heave response for the two models. 

Again it is observed that the peak at the heave natural frequency in the tests is not captured by the 

numerical models, though more resonant response is captured by the full QTF solution. This is most 

likely due to the axial Morison drag coefficient for the central heave plate being slightly over-predicted. 

However the responses for both models are matched very well with errors in the standard deviations all 

being within 3% and errors in the 95% percentiles up to 3.2% for heave and pitch. But a slight 

overprediction of 6-7% is observed for both surge responses in the 95% percentile.  

Figure 12 present the in-plane 2nd-order wave forces for the pink noise load case. It is evident that the 

full QTF solution introduces much more forcing compared to the Newmans approxiamtion. It is 

observed that the force in surge is matched well up to ~0.5 Hz for the full QTF solution. This agrees 

well with the fact that the calibrated damping ratio for surge is almost identical to the Newman based 

model due to the resonant nature of the surge response, i.e natural frequency close to the diagonal in the 

QTF matrix. The heave on the other hand is dominated by the linear waves, hence a good match in the 

response is obtained for both models eventhough the full QTF solution introduces significantly higher 

second-order forces. The mild sea state for the pink noise waves is most likely the reason to that the 

pitch responses for both models are matched.  

Figure 11: Time, frequency and exceedance probability plots for the response in pink noise waves – modal calibrated 
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Table 6: Results statistics for pink noise waves – modal calibrated 

Newman 𝜉𝑡̅𝑒𝑠𝑡 𝜉𝑚̅𝑜𝑑𝑒𝑙 𝜎𝑡𝑒𝑠𝑡 𝜎𝑚𝑜𝑑𝑒𝑙 𝐸𝑟𝑟𝑜𝑟 [%]  𝜉𝑡𝑒𝑠𝑡
95% 𝜉𝑚𝑜𝑑𝑒𝑙

95% 𝐸𝑟𝑟𝑜𝑟 [%] 

Surge [m] 0.77 0.69 1.13 1.16 2.90 2.27 2.41 5.94 

Heave [m] -0.02 0.00 0.13 0.12 -0.87 0.30 0.30 -3.10 

Pitch [deg] -0.02 -0.04 0.19 0.19 -2.03 0.42 0.41 -2.77 

Full QTF 𝜉𝑡̅𝑒𝑠𝑡 𝜉𝑚̅𝑜𝑑𝑒𝑙 𝜎𝑡𝑒𝑠𝑡 𝜎𝑚𝑜𝑑𝑒𝑙 𝐸𝑟𝑟𝑜𝑟 [%]  𝜉𝑡𝑒𝑠𝑡
95% 𝜉𝑚𝑜𝑑𝑒𝑙

95% 𝐸𝑟𝑟𝑜𝑟 [%] 

Surge [m] 0.77 0.70 1.13 1.15 2.13 2.27 2.43 6.94 

Heave [m] -0.02 0.00 0.13 0.13 0.92 0.30 0.30 -0.48 

Pitch [deg] -0.02 -0.04 0.19 0.19 0.67 0.42 0.42 0.10 

Figure 12: Time, frequency and peak-to-peak plots for the 2nd-order wave forces in pink noise waves – modal cali-

brated 

3.4.2 DLC 1.6 – 𝑯𝒔 = 𝟏𝟎. 𝟗 m, 𝑻𝒑 = 𝟏𝟓 s  

The in-plane response to DLC 1.6 (severe sea state) is shown in Figure 13 and corresponding result 

statistics are presented in Table 7.  

A good match in all response standard deviations for both models are obtained with the errors being 

below 4% but both models also tend to deviate for the maximum values. This is evident from the error 

in the 95% percentiles, where for the Newman based model an overprediction of ~5% is obtained 

compared to 4% for the full QTF solution. However the Newman based model underpredicts the 95% 

percentile for the pitch by ~9.5% and the full QTF solution model overpredicts by ~15.6%. This could 

likely be solved by a few more iterations in the calibration procedure.  
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It should be noted that in the time series, for the particular window shown, a difference in phase is 

observed for the wave frequency range. It was checked that this is not a general tendency for the full 

time series. 

Figure 14 present the in-plane 2nd-order wave forces for the pink noise load case. It is again evident that 

the full QTF solution introduces more forcing, which is missing in the Newman based model and thus 

result in the need of negative diagonal damping terms.  

Figure 13: Time, frequency and exceedance probability plots for the response in DLC 1.6 – modal calibrated 

Table 7: Results statistics for DLC 1.6 – modal calibrated 

Newman 𝜉𝑡̅𝑒𝑠𝑡 𝜉𝑚̅𝑜𝑑𝑒𝑙 𝜎𝑡𝑒𝑠𝑡 𝜎𝑚𝑜𝑑𝑒𝑙 𝐸𝑟𝑟𝑜𝑟 [%]  𝜉𝑡𝑒𝑠𝑡
95% 𝜉𝑚𝑜𝑑𝑒𝑙

95% 𝐸𝑟𝑟𝑜𝑟 [%] 

Surge [m] 5.28 3.36 4.15 4.19 0.84 9.44 9.87 4.56 

Heave [m] -0.20 0.15 1.18 1.22 3.15 2.89 3.03 4.89 

Pitch [deg] -0.19 -0.24 0.98 1.00 2.03 2.50 2.26 -9.45 

Full QTF 𝜉𝑡̅𝑒𝑠𝑡 𝜉𝑚̅𝑜𝑑𝑒𝑙 𝜎𝑡𝑒𝑠𝑡 𝜎𝑚𝑜𝑑𝑒𝑙 𝐸𝑟𝑟𝑜𝑟 [%]  𝜉𝑡𝑒𝑠𝑡
95% 𝜉𝑚𝑜𝑑𝑒𝑙

95% 𝐸𝑟𝑟𝑜𝑟 [%] 

Surge [m] 5.28 3.76 4.15 4.13 -0.55 9.44 9.12 -3.43 

Heave [m] -0.20 0.14 1.18 1.20 1.01 2.89 3.01 4.15 

Pitch [deg] -0.19 -0.28 0.98 0.96 -1.32 2.50 2.89 15.62 
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Figure 14: Time, frequency and peak-to-peak plots for the 2nd-order wave forces in DLC 1.6 – modal calibrated 

3.4.3 DLC 6.1 (1) – 𝑯𝒔 = 𝟓. 𝟏 m, 𝑻𝒑 = 𝟗 s  

The in-plane response to DLC 6.1 (1) (extreme sea state) is shown in Figure 15 and corresponding result 

statistics are presented in Table 8. Figure 16 present the in-plane 2nd-order wave forces for the pink noise 

load case.  

Both models predict a good match in standard deviation and 95% percentile for the surge response with 

an maximum error of 4% and 1% for the Newman- and full QTF based model respectively. However 

deviations between the two models arise in heave and pitch response. It is seen that the Newman based 

model overpredicts the standard deviation of the heave response by ~5% whereas the full QTF solution 

matches well with the experiments. Similiarly when looking at the standard deviation of the pitch 

response the Newman approximation underpredicts by 10% and the full QTF solution by 4%. This 

deviation in the heave and pitch might be related to the wave peak period being approximately half the 

natural period of the heave (~21 s). This results in an increased resonant response in the vertical plane, 

emphasied from the heave PSD plot, which is not an adviseable application of the Newman’s 

approximation [14].  
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Figure 15: Time, frequency and exceedance probability plots for the response in DLC 6.1 (1) – modal calibrated 

Table 8: Results statistics for DLC 6.1 (1) – modal calibrated 

Newman 𝜉𝑡̅𝑒𝑠𝑡 𝜉𝑚̅𝑜𝑑𝑒𝑙 𝜎𝑡𝑒𝑠𝑡 𝜎𝑚𝑜𝑑𝑒𝑙 𝐸𝑟𝑟𝑜𝑟 [%]  𝜉𝑡𝑒𝑠𝑡
95% 𝜉𝑚𝑜𝑑𝑒𝑙

95% 𝐸𝑟𝑟𝑜𝑟 [%] 

Surge [m] 3.66 3.38 2.89 -3.64 -3.64 5.46 5.45 -0.08 

Heave [m] 0.29 0.05 0.38 0.40 5.35 1.04 1.04 -0.14 

Pitch [deg] -0.70 -0.19 0.72 0.65 -10.23 1.55 1.49 -3.56 

Full QTF 𝜉𝑡̅𝑒𝑠𝑡 𝜉𝑚̅𝑜𝑑𝑒𝑙 𝜎𝑡𝑒𝑠𝑡 𝜎𝑚𝑜𝑑𝑒𝑙 𝐸𝑟𝑟𝑜𝑟 [%]  𝜉𝑡𝑒𝑠𝑡
95% 𝜉𝑚𝑜𝑑𝑒𝑙

95% 𝐸𝑟𝑟𝑜𝑟 [%] 

Surge [m] 3.66 3.42 2.89 2.93 1.43 5.46 5.62 2.94 

Heave [m] 0.29 0.05 0.38 0.38 -0.38 1.04 0.98 -6.19 

Pitch [deg] -0.70 -0.20 0.72 0.70 -3.64 1.55 1.54 -0.47 
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Figure 16: Time, frequency and peak-to-peak plots for the 2nd-order wave forces in DLC 6.1 (1) – modal calibrated 

3.4.4 DLC 6.1 (2) – 𝑯𝒔 = 𝟗. 𝟒 m, 𝑻𝒑 = 𝟏𝟔 s 

The in-plane response to DLC 6.1 (2) (extreme sea state) is shown in Figure 17 and corresponding result 

statistics are presented in Table 9. Figure 18 present the in-plane 2nd-order wave forces for the pink noise 

load case. Similarly to the previous cases it is observed that the full QTF solution introduces much higher 

second-order forces compared to the Newman approximation – an effect mostly seen in the heave and 

pitch as these requires significantly less negative damping and in some cases even positive damping.  

A good match in all response standard deviations for both models are obtained with the errors being 

below 6%, with only a significant deviation for the maximum values of the pitch response for the full 

QTF model. This is evident from the error in the 95% percentiles of the pitch response, where an 

overprediction of ~16% is seen.  
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Figure 17: Time, frequency and exceedance probability plots for the response in DLC 6.1 (2) – modal calibrated 

Table 9: Results statistics for DLC 6.1 (2) – modal calibrated 

Newman 𝜉𝑡̅𝑒𝑠𝑡 𝜉𝑚̅𝑜𝑑𝑒𝑙 𝜎𝑡𝑒𝑠𝑡 𝜎𝑚𝑜𝑑𝑒𝑙 𝐸𝑟𝑟𝑜𝑟 [%]  𝜉𝑡𝑒𝑠𝑡
95% 𝜉𝑚𝑜𝑑𝑒𝑙

95% 𝐸𝑟𝑟𝑜𝑟 [%] 

Surge [m] 2.57 2.23 3.28 3.30 0.49 7.45 7.55 1.33 

Heave [m] -0.56 0.08 1.08 1.12 3.01 2.50 2.58 3.36 

Pitch [deg] 0.68 -0.15 0.82 0.78 -5.89 1.97 1.83 -6.91 

Full QTF 𝜉𝑡̅𝑒𝑠𝑡 𝜉𝑚̅𝑜𝑑𝑒𝑙 𝜎𝑡𝑒𝑠𝑡 𝜎𝑚𝑜𝑑𝑒𝑙 𝐸𝑟𝑟𝑜𝑟 [%]  𝜉𝑡𝑒𝑠𝑡
95% 𝜉𝑚𝑜𝑑𝑒𝑙

95% 𝐸𝑟𝑟𝑜𝑟 [%] 

Surge [m] 2.57 2.44 3.28 3.32 1.03 7.45 7.53 1.07 

Heave [m] -0.56 0.08 1.08 1.08 -0.25 2.50 2.52 0.93 

Pitch [deg] 0.68 -0.18 0.82 0.81 -2.25 1.97 2.29 16.29 
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Figure 18: Time, frequency and peak-to-peak plots for the 2nd-order wave forces in DLC 6.1 (2) – modal calibrated 

3.5 Discussion and conclusion 

In this study the FAST model was extended to include second-order hydrodynamics through the full 

Quadratic Transfer Function solution. It was shown how a diagonal global linear damping matrix could 

be calibrated for each sea state such that the standard deviation in each degree of freedom is matched 

for a subset of the full time series. A comparison study of the results from the full second order solution 

and the Newman's approximation was then performed in terms of the in-plane response. 

It is apparent from the comparison study of the full second order solution and the Newman's approxi-

mation that by using the same calibrated global diagonal damping matrices in both models, the responses 

are similar for mild sea states. However, it was also shown that for a more severe sea state the enhanced 

second-order forces introduced by the full QTF solution, will counteract the negative damping needed 

for the Newman based model.  

Then extending the calibration method to also include the off-diagonal terms in the global linear damp-

ing matrix, by the use of a modal analysis, it was shown how the 2nd-order wave forces calculated by 

the full second order solution are much higher than the Newman's. This has a huge impact on the reso-

nant responses located far from the diagonal in the QTF matrix. However, the surge is matched very 

well by both models with only a slight difference in the calibrated damping ratios and this is most likley 

related to the structure having a high natural period of surge, i.e. close to the diagonal in the QTF matrix. 

A deviation in the heave response was observed for DLC 6.1 (1), which might arise from an increased 

resonant motion in the heave response, which may be too far from the diagonal in the QTF matrix to 

yield a proper Newman approximation by the diagonal terms.  

The modal analysis damping calibration method allows a faster convergence of the response standard 

deviations, as the modal damping ratios are adjusted compared to the other approach where the physical 

space diagonal damping terms are adjusted. However, both calibration methods are capable of capturing 

the responses in the tests, if enough time is put into the calibration process. 
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Validation of OpenFOAM CFD for the OO-Star Wind Floater Semi 

10MW 
Previously in deliverable “D4.7: Models for advanced load effects and loads at component level” [36], 

we presented preliminary results of the CFD simulations of the LIFES50+ OO-Star Wind Floater Semi 

10 MW, hereafter OO-Star, using the open source CFD solver, OpenFOAM. The study included added 

mass and damping analyses as well as floater response in arbitrary given regular waves and comparisons 

against FAST and WAMIT. The present chapter details further validations of the solver against SINTEF 

experiments and FAST results including new mooring analysis, decay tests and floater responses. The 

results are accompanied with new insights for instance, a further look into the effects of boundary 

conditions, specifically the wall boundary, as well as turbulence modelling.  

4.1 Methodology of solving flow and body motion equations 

For the sake of completeness, we here recap some of the main points regarding the governing equa-

tions and numerical solver.   

Governing flow equations: The governing equations for conservation of mass and momentum to be 

solved using OpenFOAM in a Eulerian frame of reference, are given by 

𝛻 · 𝐮 = 0, (4.1) 

𝜕

𝜕𝑡
(𝜌𝐮) + 𝛻 · (𝜌𝐔𝐮) = −𝛻𝑝 + 𝛻 · 𝛕 + 𝜌𝐟𝑏    𝑤𝑖𝑡ℎ 𝐔 = 𝐮 − 𝐮𝑔 (4.2) 

where 𝛻 is the 3D gradient operator, 𝐔 is the relative motion velocity, u and 𝐮𝑔 are the fluid and mesh

velocity, respectively, p is the pressure, 𝜌 is the local density of the fluid.  𝜏 =  2𝜇𝐒 is the stress tensor, 

with 𝜇 and 𝐒 being the dynamic viscosity and the strain rate tensor and 𝐟𝑏 is the sum of the external

body forces acting on the fluid.  

For the two phase air-water flows with interface, in order to determine the position of the free surface, 

the volume of fluid method (VOF) is applied by solving a transport equation for the phase volume frac-

tion field, α (𝛼 ∈ [0,1]), and calculating fluid properties at each point as a mixture between air (α=0) 

and water (α=1).  

𝜕𝛼

𝜕𝑡
+ 𝛻 · 𝐔𝛼 + 𝛻 · 𝐮𝑟𝛼(1 − 𝛼) = 0 (4.3) 

In the above equation, 𝐮r = min[𝐔, max(𝐔)] is an artifical compressive velocity and the last term in the

left hand side is an extra artificial interface compression that is applied to the region near free surface 

(through the term 𝛼(1 − 𝛼)) in order to avoid smearing of the wave interface. Ocean waves are gener-

ated and damped using the relaxation technique developed by [11] and extended by [12] as illustrated 

in Figure 19 and explained in D4.7. 
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Figure 19: The relaxation zone at both inlet and outlet. 

External loads: Once the pressure and stresses on the surface of the floater are calculated from the flow 

solver, the total force and moment including mooring forces on the floater will be given as  

𝐅 = 𝐹𝑝 + 𝐹𝑣 + 𝐅M, (4.4) 

𝐌 = ∬(𝐫CS × (𝑝𝐧̂ + 𝝉))
𝑆

d𝑆 + 𝐫CM × 𝐅M (4.5) 

where 𝐅M is the mooring force, 𝐫CM is the vector from the center of mass to the mooring attachment

point and 𝐫CS 𝑖𝑠 the center of each surface panel.

Motion solver: A 6-degree-of-freedom (6 DOF) solver then uses external forces and moments to update 

the location of the floater. The movement of the body is followed by the mesh deformation which uses 

the Laplace equation of the form ∇ ∙ (𝛾∇𝑢) = 0 to deform the mesh. Here, γ is a diffusivity factor and u 

is the velocity of a particular grid that modifies the grid according to 𝑥𝑛𝑒𝑤 = 𝑥𝑜𝑙𝑑 + 𝑢Δ𝑡.

4.1.1 Mooring analysis 

In the previous deliverable (D4.7) a static moored case was simulated using a simple model in which a 

linear spring system was deployed to moor the floater and the spring stiffness was obtained from the 

restoring matrix derived from FAST simulations. This approach has, however, limited geometric simi-

larity to the physical mooring system of the model tests. Here, following the recent work by Bruinsma, 

Paulsen, & Jacobsen, (2018), we have used an extended approach and catenary equations are solved to 

obtain quasi-static mooring responses. In this approach, the mooring loads are assumed to be in quasi-

static equilibrium in each time step. While nonlinear restoring effects are captured, hydrodynamic, in-

ertial and other dynamics loads on the mooring lines are not included in the quasi-static approach.  
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Figure 20: Schematic representation of the three different states of the catenary mooring line, 

where (a) is the simple state, (b) the resting state and (c) the hanging state (Bruinsma et al., 2018). 

The mooring lines are implemented in the waves2foam library by Bruinsma, Paulsen, & Jacobsen, 

(2018). A flat horizontal seabed is assumed and three different mooring line states are defined. A simple 

state, resting state and hanging state as elaborated by Krenk, (2001) are depicted in Figure 20.  

In the simple state the mooring line is in full suspension and the formulation follows the restoring force 

in a catenary line between two attachment points, where the distance between the attachment points is 

less than the length of the line. The line cannot break, while the distance between the connected objects 

can exceed the defined length of the line. Beyond this defined length the line is treated as a linear spring 

(Bruinsma, Paulsen, & Jacobsen, 2018). 

In the resting state, the location of floating structure relative to the anchor point is such that a part of the 

catenary line is resting on the sea bed. The remainder of the cable acts as a catenary line, as defined in 

the simple state.  

Finally, in the hanging state the floater is so close to the anchor point that the distance between the 

attachment point at the floater and the seabed contact point is shorter than the length of the mooring line. 

Only a vertical force acts in the attachment point, which is equal to the weight of the suspended part of 

the line. 

4.2 Numerical set up 

Simulations are performed using OpenFOAM’s multiphase solver interDyMFoam, coupled with the 

wave generation toolbox waves2Foam. OpenFOAM uses a segregated cell-centred finite volume 

approach on unstructured polyhedral meshes. The combined solver uses the PIMPLE algorithm for 

pressure-velocity coupling. A non-conformal grid is generated and refined by importing the geometry 

and using the unstructured meshing library, snappyHexMesh (sHM) in such a way that the mesh is 

refined satisfactorily only in the vicinity of the floater and free surface to reduce computational cost.  

The solver dynamicFvMesh is used to move the mesh surrounding the rigid body once it moves. 

Dynamic meshing is based on deformation of mesh without topological changes in the mesh 

configuration. The 2nd order Newmark implicit solver is used for the time integration of the mesh 

motion. For mesh deformation, the spherical linear interpolation (SLERP) algorithm is used in which 

mesh deformations (rotation and translation) are expressed using septentrions and quaternions [13]. For 

each grid point, deformation is scaled from the full to no deformation based on the distance from the 

moving body surface. It is defined using a minimum and a maximum distance with lower bound (no 

deformation) being of the order of the boundary layer thickness, and the upper bound be limited by the 

minimum distance to any domain boundary.  

Lateral boundaries are slip-free walls and the top wall has an atmospheric boundary condition. 
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Regarding the turbulence modeling, a literature survey reveals that there is no common consent on the 

necessity of turbulence modeling nor is there an agreement on the choice of a turbulence model [14]. A 

preliminary test on the choice of turbulence modeling for the cases with fixed platform revealed no 

noticeable discrepancies between applying a turbulence model or running simulations in laminar mode 

and this was mainly due to the flow staying predominantly laminar in current investigations. Therefore, 

to reduce the number of variables involved in the simulations and to save computational time, all cases 

presented here are computed using a laminar flow assumption. This assumption has also been practiced 

by [13], [15], [16], [17] among others.  

Variable time stepping is generally employed in all simulations by the Courant–Friedrichs–Lewy (CFL) 

number to ensure numerical stability and the 2nd-order Crank-Nicolson scheme is used for the time 

integration. In specific cases, however, due to arising instabilities, a combined time marching is used 

throughout the simulations by choosing fixed time steps for parts of the run time. This method is found 

to improve the overall simulation time. Sensitivity studies with respect to the grid resolution and time 

steping are conducted in D4.7 [36].  

The unbounded, conservative Gauss linear corrected scheme (second-order) is used for the Laplacian 

terms, while the gradient terms are discretized with linear Gaussian integration. The phase fraction 

equation is solved using a multi-dimensional universal limiter for explicit solution (MULES) algorithm, 

which ensures that values of scalar fields are bounded, in particular α remain between 0 and 1, see [18], 

[19]. To relax the MULES limitation to Courant number, thereby reduce running time, the Semi-implicit 

version of MULES is applied to the current simulations, which first executes an implicit predictor step 

before constructing an explicit correction on which the MULES limiter is applied.  

Figure 21 shows a sketch of the numerical set up, numerical mesh and boundary conditions. 

Figure 21: Schematic of the computational domain and boundary conditions (top) and a close-up of the mesh edge 

refinement near the floater walls (bottom). The interface between the two colours indicates free surface.  

Free surface 

Inlet Outlet 
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For the free heave decay simulation, CFD results are compared with FAST [20]. In the FAST model the 

frequency-domain radiation-diffraction results obtained from WAMIT are transformed to the time 

domain by the use of convolution integrals. Viscous effects, not captured by the potential-flow solver, 

are computed internally in FAST through the Morison drag term. Further details on the FAST model 

used here are given in [21], [22] as well as D4.7 [36]. 

4.2.1 Modified mooring system 

The adapted mooring system in our CFD simulations uses catenary equations to solve for the tension 

forces along the mooring elements. The mooring system of the prototype and as used in the model scale 

experiments consists of three catenary mooring lines. Each mooring line is made from a single chain 

with a clump weight attached at approximately 1/7th of its length.  Unlike the experiments, the solver at 

its present form does not allow addition of the clump weight. Moreover, it only takes into account one 

reference mass per length and therefore, does not include the dry chain mass, while the fairlead point is 

at 9.5m (full scale) above the sea level when the floater is at rest. In order to proceed with the moored 

CFD simulations, an approximate “effective” mooring set up was devised based on FAST- MoorDyn 

simulations. The aim was to keep the stiffness in all degrees of freedom of same value as in the experi-

mental setup. However, it was not possible to match all DoF forces. It was therefore decided to match 

the surge and pitch DoFs while the heave has a slight offset. In brief, the following was made to achieve 

a simplified mooring:  

• The clump weight was removed, and the number of elements reduced from 9 nodes and 6 lines

(i.e. 2-line segments and 3 nodes per mooring line) to 6 nodes and 3 lines

• The fairlead points were moved to z=0 (SWL). The line length remained the same as original

• The mass per length of the lines was accordingly increased to match the force-displacement

curves in surge and in pitch
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Figure 22 shows the global mooring reactions, Fx, Fz and My, obtained using FAST simulations when 

the floater is moved up to 20m from the equilibrium. By removing the clump weights, the pre-tension 

reduces slightly. This should, however, only affect the line tension itself, since the effect of the clump 

weights on the platform draft is expected to be small as the mass of the clumps is less than 1% of the 

total floater mass. The original and modified mooring line characteristics in full scale are shown in Table 

10.  

Table 10 – Specifications of original and modified mooring lines used for the CFD simulations  

Case Mass (dry) kg/m Mass (wet) kg/m 

Original – excl. clump 375.38 327.85 

Modified – no clump - 552.47 

 

In order to assess the mooring stiffness in the CFD setup, pull out tests were carried out and initial 

loadings in surge and heave direction were measured and the results are plotted at Figure 22(top) for 
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the surge force. As can be seen, CFD simulations are able to reproduce the same loading in the surge 

direction.   

 

 

Figure 22: Modification of the mooring system for CFD computations for surge (top), heave (middle) and pitch (bot-

tom) degrees of freedom. Blue (Original) and red (Modified) curves represent the forces on the original and modified 

mooring system, respectively.   

Figure 23 shows the force-displacement values obtained from the CFD simulations using different ini-

tial positions for the floater and the linear fit represents the stiffness. As seen in Figure 23 (right), the 

stiffness in the heave force increases with initial distance. However, such a trend is not as visible in the 

surge case.  
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Figure 23: Assessment of the CFD mooring stiffness using pull-out tests. Horizontal axis is the initial location in surge 

direction and the vertical axes are magnitudes of surge (Fx) and heave (Fz) force.  

Figure 24 shows a snapshot of the moored floater in the CFD domain. 

Figure 24: Implementation of the modified mooring system in CFD domain. Black dashed line represents the cross- 

sectional view shown in  
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Figure 31. 

4.3 Selection of test cases 

Two cases of comparison against the model tests are presented. First, the results of free heave decay 

simulations with and without mooring lines are discussed and next results for regular wave response is 

shown. Further, the sensitivity of the results to turbulence treatment and boundary conditions are also 

investigated for selected test cases. The mesh and time resolution are chosen following the refinement 

study performed in D4.7. The simulations were performed in real scale and in order to save computa-

tional time, a numerical tank of 1000 by 1000 by 130 m is used instead of full extent of the SINTEF 

Ocean's basin (L × B × D=2880m × 2160m × 130m in full scale). It is believed, however, that this 

domain size is large enough for the results to stay domain independent, although bound long waves may 

be affected.  

4.3.1 Free decay simulations 

Figure 25 shows the response of the floater in free heave decay without the mooring in frequency and 

time domains. Here a direct comparison with the experiments is not performed since free heave decay 

tests without mooring were not performed in the experiments.  Instead, a direct comparison against 

FAST is performed, which shows an excellent match between the two models. The peak shown in Figure 

25 (left) indicates the natural frequency of the floater.  

Figure 25: Free heave decay force response simulations – test no. 3020. 

Next, we will consider the moored free heave decay test, corresponding to test number 3131. Figure 26 

shows comparison of CFD and measurements in free heave decay amplitudes. As can be seen, CFD 

simulations are predicting heave oscillations very closely although a slight frequency mismatch is 

noticeable.  
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Figure 26: Comparison of CFD and measurements in free heave decay amplitudes – test no. 3131.  

 

To investigate any possible impact of the turbulence modeling on the accuracy of simulations, 

simulations using laminar and turbulent flow modeling are both presented. Figure 27 shows the force 

response of the floater in free heave decay simulations. As can be seen, here the effect of turbulence on 

the global heave force is negligible although the addition of turbulence dissipation, tends to reduce the 

force spikes. The spikes stem from the solver’s instabilities and limiting them may lead to better code 

stability. For more details on the source of spikes, see deliverable D4.7 [36].  

 

 

Figure 27: Effect of turbulence modelling on the performance of the CFD solver. F is the heave external force (see Eq. 

4.4)  

4.3.2 Wave induced floating simulations in regular waves (test 4010: H2.1m, T9s) 

This section present CFD results of the test case 4010 with catenary mooring lines implemented and the 

loadings are shown in Figure 28.  CFD predicted motions for this case have been compared against wave 

basin measurements and results of the surge and heave motion are plotted in Error! Reference source 

not found..  
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Figure 28: CFD computation of loads on the floater for test case 4010 (H2.1m, T9s) in time domain. Left: surge forces, 

right: heave forces. 

Since the wave basin is larger than the CFD domain, it takes longer for the generated waves to reach the 

floater in the measurements. Therefore, to match CFD and experiments, measurement signals were 

shifted in time to adjust to the CFD setup. To assess the accuracy of CFD predictions, two sets of plots 

are presented. In the first category, as shown in Figure 29, the CFD wave elevation is shifted in time to 

best match the measurement and the corresponding surge and heave response are examined. In the sec-

ond category, the CFD predicted surge response is time shifted to best match the experiments and the 

corresponding wave elevation and heave response are examined. This result is shown in Figure 30. As 

can be seen from both figures, there is generally a good match between the CFD and measurements for 

wave elevation and surge as well as the transient behaviour. The heave frequency is also well-predicted 

although some mismatch exists in the amplitudes. A low-frequency heave response seems to overlay the 

wave-frequency heave response in the CFD results. 

Generally, the match between the numerical and experimental results is good. The numerical solution is 

seen to reproduce the low-frequency transient response in surge, related to the floater's initial movement 

from rest to the equilibrium position related to the mean drift wave loads. Additionally, the motion 

response at the wave frequency is reproduced in both heave and surge, although with the mentioned 

overlaid low-frequency variation in heave. This latter behaviour may be a result of the difference in 

wave generation between the lab and the CFD setup.  

 

Figure 29: Comparison of the CFD simulations and measurements for test case 4010 based on the wave elevation 

match. Top: wave elevation, middle: surge amplitude; and bottom: heave amplitude.  
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Figure 30: Comparison of the CFD simulations and measurements for test case 4010 based on the surge motion 

match. Top: wave elevation, middle: surge amplitude; and bottom: heave amplitude.  

 

 

4.3.3 Effects of slip/no slip boundary conditions 
The effect of the boundary condition on the moving body floaters was investigated using the test case 

4020 (REG H4.1m, T12.5s) in order to examine the impact on the stability of the simulations. Snapshots 

of the instantaneous velocity and vorticity magnitudes for both cases are plotted in  

Figure 31. Three-dimensinal views are presented as an insight into the flow physics around the floater 

and free surface. These are presented as the top and middle plots and allow to watch the column walls 

from the inside. The velocity and vorticity magnitude is shown through the walls.  

Two-dimensional snapshots are also taken by slicing through one of the pontoons as shown by a dashed 

line in Figure 24 and aim at looking into vorticity generation around the pontoons. As can be seen, the 

no-slip wall results in significantly higher vorticity magnitudes near the pontoon which is caused by the 

shear layer. One should note that the velocities shown here are given in the absolute sense and not 

relative to the floater velocity. Therefore no-slip here does not necessarily mean zero velocity at the 

wall. To study the boundary conditions more quantitatively, heave amplitudes and loadings are plotted 

in Figure 32. As can be seen, no significant impact is seen on the behaviour of the solver by employing 

a slip-free boundary condition on the walls. While the no-slip conditions can thus provide a closer 

reproduction of the physical effects in the shear layer, the impact on the global motion is thus found to 

be very small in the present case. Similar mesh refinement is used for both cases and the grid looks as 

shown in Figure 21.  
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Figure 31: Snapshot of the (top) velocity and (middle and bottom) vorticity magnitudes using left: slip and right: no-

slip walls. 
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Figure 32: Impacts of slip and no slip boundary conditions on the performance of the CFD solver for the load predic-

tion for Test 4020 (REG H4.1m T12.5). Left: motion amplitudes, right: force magnitude.   

4.4 Concluding remarks  

To further extend the preliminary results presented in D4.7, CFD simulations were carried out with 

attention to validation against measurements, wall boundary conditions and mooring analysis. The 

floater geometry in OpenFOAM was modelled and an unstructured mesh was created using 

OpenFOAM’s snappyHexMesh toolbox.  

Simulations of the heave decay tests showed excellent agreement with the experiments. For the test case 

4010 (H=2.1, T=9s), CFD simulations predicted accurate surge response both in high and low 

frequencies and although there were some underprediction in heave, the heave order of magnitude and 

frequencies were predicted well. The effects of slip versus no slip boundary conditions were investigated 

and it was shown that the magnitude of vorticity formed around the floater with no-slip wall boundary 

condition is higher than the slip wall. However, in terms of the overall effects, the cases do not exhibit 

a noticeable difference.  

The present results are encouraging and demonstrates the potential of CFD for detailed design studies. 

Yet, as discussed in D4.7 and its accompanying references, the numerical method suffers from well 

known instabilities, some of which resulting from the weak coupling between the fluid solver and the 

motion solver in OpenFOAM. Current research in the OpenFOAM community aims at solving these 

issues.  

Focused waves and high sea states often exhibit wave breaking. Quantifying the effects of turbulence 

modeling is a logical step to better understand and predict such flows. The present project has provided 

us with a platform to further investigate such sea states and turbulence conditions in our ongoing 

research. 
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Validation of second-order hydrodynamics in a state-of-the-art model 

of the NAUTILUS-DTU10 

5.1 Introduction  

The LIFES50+ Nautilus-DTU10 FOWT (Figure 33) is described in LIFES50+ D4.2 [30] with a corre-

lated FAST model in LIFES50+ D4.5 [29]. As reference, also a publication by Tecnalia R&I and Nau-

tilus Floating Solutions contains simulation results [31]. 

In section 4 of Deliverable 4.6, a tuned model of the Nautilus-DTU10 floating wind turbine was created 

in FAST8. The hydrodynamics of the computer model include first order radiation-diffraction hydrody-

namics (added mass, radiation damping and wave diffraction forces) calculated in WAMIT.  Addition-

ally, Morison damping elements for representation of the columns and the pontoon of the floating plat-

form were included to take into account the viscous damping. Similar numerical models including sec-

ond order terms were presented in [31].  

Second order nonlinear drift forces were represented in D4.6 through Newman’s approximation [32]. 

The approximation assumes low rigid-body natural frequencies of the FOWT, such that the difference 

frequency 𝛿𝑖𝑗 = 𝜔𝑖 − 𝜔𝑗 is small and 𝜔𝑖 and 𝜔𝑗 are close to the diagonal of the QTF. The assumption

of small natural frequencies holds for the surge degree of freedom (DOF) but potentially not anymore 

for the pitch-DOF at 0.032Hz. Even though the design of the FOWT will demand its natural frequencies 

outside the range of the wave frequencies, the natural frequencies often coincide with the frequencies of 

the drift forces, leading to high excitations, especially of the mooring system [33], [34]. 

The following sections will thus show a comparison of model test results with a state-of-the-art simula-

tion tool for validation purposes. The scaled model test campaign referred to here is that of the Nautilus-

DTU10 presented in [35]. The scaled turbine can be seen in Figure 33. 
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Figure 33: NAUTILUS-DTU10 scaled model in the wave basin at SINTEF [30]. 

The Morison drag model and especially the discretization of the platform for the computation of drag 

forces was iterated from the description of D4.2 [30], D4.5 [29], D4.6 [4] to the present deliverable. A 

difficulty for the discretization is that FAST v8 [36] does assume circular horizontal surfaces to which 

the drag force nodes are coupled. The Nautilus-DTU10 FOWT, however, has rectangular pontoons.  

In D4.5, a single central node and four eccentric nodes were defined with modified areas to obtain the 

generalized drag forces on the platform, which would match the real drag of the members. They provide 

damping forces in the vertical and horizontal directions. The tuning of the model was done to match the 

decay frequencies and damping of the experiment [37]. While this approach is well suited for the drag-

induced damping, it does not model the drag-induced wave forces.   

In D4.6, the platform drag discretization was created with 4 different coefficients of drag to represent 

the horizontal and vertical components of drag on the columns and pontoon of the platform. To model 

the rectangular pontoons through circular drag elements, the projected area from the bird’s eye view of 

the pontoon has been discretized into circles of 10.5m in diameter. The circular area of the column and 

the circular areas of the pontoon have been assigned two different vertical coefficients of drag. The areas 

can be seen in Figure 34. 
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Figure 34: Birds eye view section of the platform. One quarter of the representation of the Modified Morison element 

model. Coloured areas represent modifications to modelling of the pontoon of the Nautilus platform for FAST.  

The thickness of the pontoon is taken as the diameter for a cylinder (2m) in the simulation model, which 

connects the columns and has a horizontal coefficient of drag. This would be the red line in Figure 34. 

The vertically oriented columns, which are also modeled as cylinders (10.5m in diameter), have a dif-

ferent horizontal coefficient of drag. In D4.6, the values of the coefficients were tuned to the decay tests 

of the platform. The following table shows the values of the frequencies and damping coefficients after 

tuning the model to the decay tests performed in the model test [35]. 

Table 5-1: Tuned properties after decay tests from D4.6. 

Modified 

Morison 

Model 

Test Percentage 

deviation 

Moored Yaw frequency (Hz) 0.0100 0.0110 10.0% 

Moored Pitch frequency (Hz) 0.0322 0.0314 2.5% 

Moored Heave frequency (Hz) 0.0511 0.0527 3.1% 

Moored Surge frequency (Hz) 0.0082 0.0079 3.6% 

Damping coefficient column heave plates 

vertical (Cd vertical column) 

78.05 - - 

Damping coefficient pontoon heave plates 

vertical (Cd vertical pontoon) 

12.95 - - 

Damping coefficient column lateral (Cd hori-

zontal column) 

0.715 - - 

Damping coefficient heave plate/pontoon lat-

eral (Cd horizontal pontoon) 

2.05 - - 

Specific weight mooring lines (kg/N) 157.14 - - 
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The decay-tuned numerical model was compared to the scaled model tests of [35]. For the scaled model 

tests, experimental results of irregular extreme wave and pink noise tests show that there is a significant 

excitation in the low frequency range (lower than the wave frequencies) which can be attributed to the 

second order drift forces, see D4.6 [4].  

Several of the recent experiments in the FOWT community have shown that the low-frequency reso-

nances of FOWTs are often under-predicted by numerical models. In the OC5 [38] project, most partic-

ipant codes could not model the low-frequency motion amplitudes. For the TripleSpar platform, which 

was used in the initial deliverables of LIFES50+, a load-case dependent drag of the members made it 

possible to obtain a numerical response, comparable to the experimental data [16]. The load-case de-

pendency of the drag is due to the variation of the Reynolds and Keulegan-Carpenter numbers for the 

different submerged members. An iteration of the response with parameterized drag coefficients, as 

function of KC was done in LIFES50+ for the TripleSpar platform [39].  

5.2 Comparison of decay tuned model for different hydrodynamics mod-

elling approaches 

The FOWT was tested in the wave basin under a variety of conditions. Different tests are used for com-

parison purposes for these sections. The properties of the test are shown in Table 5-2. The model is 

rotated with 15 degrees relative the incoming waves. 

Table 5-2: Subset of environmental conditions selected for this study. No wind was applied for these tests. 

Test Num-

ber 
Case Spectrum 𝐇𝐬 [m] 𝐓 [s] 

Test dura-

tion [s] 

4210 Pink noise Pink noise 2.0 4.5-18.2 11880 

4220 Pink noise Pink noise 4.0 4.5-18.2 11880 

6241 DLC 1.6 Pierson-Moskowitz 10.9 15 11880 

6270 DLC 1.6 Pierson-Moskowitz 7.7 12.4 11880 

In Deliverable 4.6, comparisons of the experimental data with the numeric models with Newman’s ap-

proximation have been shown. It is seen that the FAST8 model with Morison elements with no second 

order forces cannot approximate the low frequency response in heave, surge, sway, pitch, roll, and yaw 

(see Figure 35). Once the 2nd-order slow-drift forces, computed with Newman's approximation with the 

nearfield mean drift coefficients are used in the model, the response of the surge, yaw and sway in the 

low frequency range is shown. For the case of the irregular wave Test6270 with extreme waves, the 

decay-tuned model with Morison elements under-predicted the frequency response of all platform de-

grees of freedom for frequencies below the wave frequencies (below 0.04Hz). For the pink noise 

Test4220 the response of the surge and sway showed good agreement. But for heave, pitch, roll and 

yaw, the response for frequencies below the wave frequencies was under-predicted. 
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Figure 35: Comparison in the frequency domain of the simulation with experimental data for different FAST models 

for Test 6270. The x-axis is in Hz. 

Newman’s approximation, used in D4.6 for the second order forces, provides the advantage of not being 

as computationally expensive as determining the full quadratic transfer functions for the slow and mean 

drift forces. However, it is necessary to investigate if better results can be obtained for the Nautilus-

DTU10 model with the more computationally expensive difference full quadratic transfer functions. The 

implementation of the second order forces and the difference full quadratic transfer functions in FAST8 

is outlined by Duarte et al. in [40]. Work from [41] has also investigated the implementation of the QTFs 

on the models 

. 
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5.3 Newman approximation and QTF results 

The following graphs of 

Figure 36 - Figure 37 show the frequency-domain response of the different platform degrees of free-

dom for the simulations as compared to the scaled model test. Here the coefficients of drag used have 

been obtained by tuning to the decay tests. Different approaches are shown for the implementation of 

second order wave forces on the platform. The test corresponds to an input pink noise wave spectrum 

as previously described. 
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Figure 36: Response in the frequency domain of the simulation with MAP++ mooring model for Test 4210. 

The simulation models for the test case with the pink noise wave spectrum show good agreement of the 

heave response for the frequency range of the waves (above 0.06Hz). Good agreement is also seen for 

the case of the surge and sway degrees of freedom in both the cases of the Newman approximation and 

the full QTFs simulations For the cases of the heave, pitch, roll and yaw, there is an underestimation of 

the excitation of the degrees of freedom at the low frequency ranges, even though the simulation with 

full QTFs does show an increased response in comparison with that using Newman´s approximation.  

Figure 37: Response in the frequency domain of the simulation with MAP++ mooring model for Test6270. 
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Figure 37 shows the case of Test6270 with extreme waves as described in [35]. In this case, as opposed 

to the pink noise test, the response in the surge, sway and yaw direction are underestimated, both by the 

simulation with Newman’s approximation and with full QTFs. For the low-frequency region of the pitch 

and roll response, the same case is seen as the pink noise test, were both approaches underestimated the 

response for the decay-tuned models. For the region of the wave excitation frequencies, the response of 

the heave, pitch and roll is substantial, and for the pitch and roll, they are comparable to the response at 

their respective natural frequencies of the platform. The yaw response here is large but the decay tuned 

model does not show much response in the same region. 

5.4 Sensitivity of Morison drag coefficients in decay tests 

The decay-tuned model showed that the excitation of the simulation model with irregular waves was too 

low at the natural frequencies of the model when comparing to the test results. Tuning the global coef-

ficients of damping of the model with the decay tests needs involves taking into account the amplitude 

of motion [42].   

Figure 38 shows an exemplary comparison of the decay test with the simulation data as presented in 

D4.6. Here, tuning has been done by changing the vertical coefficients of drag of the areas representing 

the pontoon and the columns. Trying to match the linear and quadratic damping through Morison ele-

ments only, can thus introduce some deviations from the experimental results.  

Figure 38: Comparison of moored heave decay simulation with experimental data 
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Figure 39: Calculation of damping ratio based on maximums of the experimental data for the heave decay test 

Figure 40: Calculation of damping ratio based on maximums of the FAST simulation data shown in Figure 38 for the 

heave decay test 

In the left side of Figure 39 one can see a best fit estimate of an exponential function to the decay data 

from the wave basin tests for the moored heave decay. On the right side, one sees the damping ratio as 

a function of the mean amplitude of the decay motion for each period of oscillation. Here, a constant 

damping ratio (blue line) would represent a system with only linear damping. However, the scattering 
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of the data shows the non-linear behaviour of the damping of the system. The scattering also shows the 

difficulty to fit experimental data to that of the simulations (shown in Figure 40). 

The effect of changing the coefficients of drag of the Morison elements in the vertical and horizontal 

directions, as well as the case-dependency of the coefficients used will thus be shown in the following 

sections. As opposed to D4.6 [4], the following results do all include the full QTF, instead of Newman’s 

approximation. 

5.5 Test 4210 Pink Noise – Hs=2 m, Tp = [4.5,18.2] s 

The first case examined is that of the pink noise spectrum. As results shown in 

Figure 36 have not been able to reproduce the pitch motion at the low frequency range, the coefficients 

of drag in the vertical direction are now modified. The results of the changes are shown in Figure 41. 
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Figure 41: Sensitivity of the response in the frequency domain of the simulation with MAP++ mooring model for 

Test4210 for changing coefficients of drag in the vertical direction.  

Figure 42: Close up of the sensitivity of the response in the frequency domain of the simulation with MAP++ mooring 

model for Test4210.  
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For comparison purposes, the standard deviation of each of the signals is presented in Table 5-3. 

Table 5-3: Standard deviation (STD) of the platform motions for Test4210  

Model Cdver col Cdver pon STD 

Surge 

(m) 

STD 

Sway 

(m) 

STD 

heave 

(m) 

STD 

Roll (°) 

STD 

Pitch (°) 

STD 

Yaw (°) 

Experimental 

data 

- - 0.694 0.240 0.116 0.039 0.121 0.208 

Modification 1 

( yellow) 

15.61 2.59 0.743 0.264 0.121 0.043 0.128 0.146 

Modification 2 

( blue) 

23.415 3.885 0.743 0.264 0.120 0.040 0.117 0.146 

Modification 3 

(green) 

31.22 5.18 0.743 0.264 0.120 0.039 0.111 0.146 

FAST8 Mori-

son model, de-

cay tuned 

78.05 12.59 0.743 0.264 0.121 0.036 0.099 0.146 

Important to note is that the mean has been removed from the signal before calculating the power spectral density and the sum of its area. 

The results in the close-up of the heave, surge and roll in Figure 42 show the excitation of the respective 

natural frequencies. The highest values of damping are those used in the decay tuned model. As the 

damping in the vertical direction gets smaller, the increase in the excitation of the second order forces 

around the natural frequency is evident.  

However for heave, as seen in table from the almost none changing value of the STD, the response 

around its natural frequency is small compared to that seen at the wave excitation frequencies. 

5.6 Test6241 DLC1.6 – PM, Hs = 7.7m, Tp = 12.4s 

Similarly, the irregular wave Test 6421 has been analysed. First the effect of the horizontal coefficients 

of drag is tested. As results shown in Figure 43 and Figure 44, increase the coefficients of drag in the 

horizontal direction lowers the response around the natural frequency of the surge and sway response, 

as was the case of the pink noise test4210. The best fit for surge is the solid blue/purple line (with Cd 

hor col = 0.5125 and Cd hor pon = 0.1787). In this case the sway is a bit over predicted, but the response 

in sway is much lower than that in surge. The yaw, however would be completely under predicted. The 

yaw shows large excitation, much larger than the pitch and roll in the low frequency range. It is not clear 

in this case, if this excitation is due to the fact that the tests are done with a 15° wave misalignment with 

respect to the platform. Nevertheless, it shows that neither the yaw nor surge excitations are able to be 

reproduced with the same coefficients of drag for this particular case. 
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Figure 43: Sensitivity of the response in the frequency domain of the simulation with MAP++ mooring model for 

Test6241 for changing coefficients of drag in the horizontal direction.  

Figure 44: Close up for the sensitivity of the response in the frequency domain of the simulation with MAP++ mooring 

model for Test6241 for changing coefficients of drag in the horizontal direction.  
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For comparison purposes, the standard deviation of each of the signals is presented in Table 5-4. 

Table 5-4: Standard deviation of the platform motions for Test6241 and the modifications to the model  

Model Cdhor pon Cdhor col STD 

Surge 

(m) 

STD 

Sway 

(m) 

STD 

heave 

(m) 

STD 

Roll (°) 

STD 

Pitch (°) 

STD 

Yaw (°) 

Experimental 

data 

- - 3.645 0.962 1.385 0.270 0.766 1.074 

FAST8 Mori-

son model, de-

cay tuned 

2.05 0.715 2.218 0.703 1.393 0.318 0.944 0.385 

Modification 1 

( yellow) 

1.025 0.3575 2.547 0.835 1.392 0.318 0.947 0.439 

Modification 2 

( blue) 

0.5125 0.1787 3.048 1.003 1.392 0.319 0.949 0.507 

Modification 3 

(green) 

0.205 0.0715 3.812 1.254 1.391 0.320 0.951 0.597 

Important to note is that the mean has been removed from the signal before calculating the power spectral density and the sum of its area. 

As with the figures before, the sensitivity to the horizontal drag values is shown in Table 5-4 for the 

surge, sway and yaw degrees of freedom. Import to point out is that a factor 10 decrease in the horizontal 

drag coefficient still is not sufficient to be able to reproduce the yaw excitation. 

Now the effect of the vertical coefficients of drag is looked at. This showed to have a more complex 

behaviour, as the excitation in the pitch and roll also are large in the region of the first order wave 

excitation frequencies. 

Figure 45 shows that as the values of the vertical drag coefficients are lowered, two effects can be seen 

on the response of the pitch and roll. First, for the region around the natural frequency (lower frequency 

than that of the wave excitation) the lowering of the coefficients of drag lead to an increase in excitation. 

However, the opposite is seen for the range of the wave excitation, were the lowering of the drag coef-

ficients lead to a decrease in the response. This coupled effect is subject to the publication [15]. 

The response of the heave for this irregular sea state with large waves and long periods show to have 

not been affected much by the changing of the damping parameters in this case. 
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Figure 45: Sensitivity of the response in the frequency domain of the simulation with MAP++ mooring model for 

Test6241 for changing coefficients of drag in the vertical direction. 

Figure 46: Close up of sensitivity of the response in the frequency domain of the simulation with MAP++ mooring 

model for Test6241 for changing coefficients of drag in the vertical direction. 
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For comparison purposes, the standard deviation of each of the signals is presented in Table 5-5. 

Table 5-5: Standard deviation of the platform motions for Test6241 and modifications to the vertical coefficients of 

drag of the model  

Model Cdver col Cdver pon STD 

Surge 

(m) 

STD 

Sway 

(m) 

STD 

heave 

(m) 

STD 

Roll (°) 

STD 

Pitch (°) 

STD 

Yaw (°) 

Experimental 

data 

- - 3.645 0.962 1.385 0.270 0.766 1.074 

FAST8 Mori-

son model. de-

cay tuned 

78.05 12.95 2.218 0.703 1.393 0.318 0.944 0.385 

Modification 1 

( yellow) 

62.44 10.36 2.217 0.702 1.387 0.302 0.894 0.385 

Modification 2 

( blue) 

46.83 7.77 2.216 0.701 1.379 0.288 0.855 0.384 

Modification 3 

(green) 

31.22 5.18 2.213 0.699 1.374 0.280 0.844 0.383 

Important to note is that the mean has been removed from the signal before calculating the power spectral density and the sum of its area. 

Table 5-5 shows that the coefficients of drag considered in the vertical direction have relatively low 

influence on the overall response of the platform in the heave, roll and pitch direction for the case of 

extreme irregular waves. For the pitch and roll though, from Figure 45 it is seen that, even if the low 

frequency response is increased by a lowering of the coefficients of drag in the vertical direction, the 

response to the wave frequencies is then decreased. For the pitch and roll, the shape of the PSD of the 

numerical models in the first-order wave frequency range gets closer to the experimental one with lower 

drag coefficients. 

If one would try to quantify which coefficients of drag would best fit the measurement data from the 

given sensitivity plots for the cases of the pink noise test and the extreme irregular waves test, one would 

have to weigh several factor that come into play. Such factors could be the overall response, the response 

at the natural frequencies, or the response of the different degrees of freedom.   

Table 5-6: Summary of fitted coefficients of drag for the given tests. 

Model Cdver col Cdver pon Cdhor col Cdhor pon 

FAST8 Morison model, de-

cay tuned 

78.05 12.95 0.715 2.05 

Sensitivity study of 

Test4210 in horizontal Cd 

23.415 3.885 unchanged Unchanged 

Sensitivity study of 

Test6241 in for vertical Cd 

31.22 5.18 Unchanged Unchanged 

Sensitivity study of 

Test6241 for horizontal Cd 

Unchanged Unchanged 0.0715 0.205 
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Table 5-6, as well as the figures shown for the analysis of this section, exemplify the difficulty of 

properly defining the coefficients of drag for the different tests, as well as the fact that the coefficients 

that would be appropriate for the decay tests, cannot be used to properly reproduce the excitation of the 

platform in irregular sea states. Further work is necessary to define the drag coefficients, appropriate for 

the different flow conditions. 

5.7 Computational Time 

An additional factor to consider when using the solutions from implement Newman’s approximation 

and the Full QTFs is the computational time of the simulation in FAST8. With a CPU Intel(R) Xeon(R)  

E5645 with 2.40GHz, the pre-processing of the mean- and slow-drift 2nd-order forces with Newman's 

approximation needs about 4 minutes, while for the full difference-frequency 2nd-order forces computed 

with full QTF took about 35 min. This pre-processing is done by Hydrodyn part of FAST8. The 11800 

second simulation itself took another 50min approximately for both methods.  

There is also additional time needed to compute the QTFs themselves, which comes from the panel code 

software used, for example WAMIT or Ansys AQWA. At the moment no information is had on the time 

needed for this calculation. Also, important to remember is that for every wave heading there needs to 

be a new set of QTFs calculated which does not directly affect the simulation time in FAST8 but does 

affect the overall time needed to perform a simulation study. 

5.8 Conclusion 

For the analysis presented in these sections, the difference frequency full QTF were used in order to try 

to better represent the response of the floating platform scaled experimental test of the NAUTILUS-

DTU10 FOWT. This in contrast to D.4.6 which had focused on modelling the second order effects with 

Newman’s approximation. In summary, the following findings were obtained: 

• The use of difference frequency full QTF increased the response of the platform for the low 

frequency region (below the wave excitation region), especially for pitch and roll, when com-

pared to Newman’s approximation for the second order excitation forces. The response in this 

low frequency region for the extreme irregular wave test, for the decay tuned model, was how-

ever below that of the experimental data. A better comparison was achieved for the surge and 

sway degrees of freedom under the pink noise test, but the simulation still under-predicted the 

response in for the low frequencies of the other degrees of freedom 

• The sensitivity analysis of the vertical coefficients of drag for the pink noise tests with the full 

QTF model showed that the numerical model could approximate the test response well for all 

degrees of freedom except the yaw. Large excitation in the low frequency range of the test 

results of the yaw degree of freedom could be due to the -15-wave direction. The reason why 

the model cannot capture this excitation is not clear. For the pitch and roll degrees of freedom, 

the response of the low frequency region could be well matched with the coefficients of drag 

which was an improvement over the results seen in D4.6 with Newman´s approximation. 

• The sensitivity analysis of the vertical and horizontal drag coefficients showed the increase in 

response in the low frequency region for decreasing values, as would be expected. The changes 

to the drag coefficients, however, were not sufficient for complete replication of all the platform 

DoFs for the irregular wave test cases and the pink noise test. For the extreme irregular wave 

case, it was also seen that as the vertical drag coefficients were decrease, the response in the 

pitch for the wave frequencies was also decrease. This would be due to the fact that the Morison 

equation creates both damping and forcing. 
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5.9 Further work 

The discussion of this section suggests improved modelling approaches that should be investigated in 

further work: 

• Dependency of the coefficients of drag of the platform and the mooring lines on non-dimen-

sional parameters such as the Reynolds number and the Keulegan–Carpenter number, most

likely mean that choosing correct coefficients of drag for the different design load cases be-

comes a task that needs more investigation. Lemmer [16] has investigated the changing of the

drag coefficients for different load cases, and Kvittem, et al. [17]  (also within the LIFES50+

project) have looked at changing drag coefficients depending on the depth of the columns of the

Olav Olsen platform to try to better capture the second order excitations.

• The analysis presented has focused on the motion response of the platform. The load response

is also of interest for the proper design of the system and thus should be the focus of further

research. The OC5 project  [38] has compared loads of simulations from a floating offshore

wind turbine with scaled experimental data but has found a general under-estimation of the

extreme and fatigue loads.

• For the extreme irregular wave cases, tuning of the vertical coefficients of drag were found to

have trade-offs with respect to the platform response in the low frequency region and in the

wave frequency region. Since the Morison equation produces both damping and forcing, the

decrease of the Morison element coefficients of drag decreased the response in the frequency

wave region and had the opposite effect for the region around the pitch natural frequency of the

platform. Further investigation could thus help propose different approaches that would neglect

this drawback of the tuning procedure.

• Scaling effects of the platform response and loads will also be of interest for the future devel-

opment of the platform concept shown here, as the aim of the LIFES50+ project in general is to

help the development of the floating platform technologies leading to real life size prototypes.
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 Validation of CFX for the NAUTILUS-DTU10 

6.1 Introduction 

Advanced numerical models provide a more detailed insight in predominant physical phenomena. One 

is able to analyse, verify or correct assumptions, limitations and modelling approaches of engineering-

level tools by comparison to higher-order methods. The purpose of this study is to evaluate the dynamic 

behaviour of the NAUTILUS-DTU10 by means of an advanced fluid-structure interaction. It is based 

on a coupling of a Multibody System (MBS) solver for the structure and a Computational Fluid Dynam-

ics (CFD) solver for the fluid. In particular, the hydrodynamic forces acting on the floating foundation 

at forced oscillation and free-decay tests in heave are of interest. In this study only, the heave degree-

of-freedom is considered for simplification because motion in surge and sway or rotation in roll, pitch 

and yaw are of minor interest. A lumped mass represents the floating system including rotor-nacelle-

assembly and tower because no wind is considered. Mooring lines are not modelled as they are not 

necessary for the conclusions resulting from this analysis. The CFD results are analysed and resulting 

hydrodynamic properties, like added mass, damping, natural period etc., are compared to experimental 

data, which is presented in [37] and [35], as well as results calculated with linear potential flow theory. 

A similar study has been performed in [43], but by application of a different CFD solver with the 

LIFES50+ OO-Star Wind Floater Semi 10MW. The methodologies for analysis of hydrodynamic prop-

erties through both numerical and experimental data sets are very common in ocean engineering and 

ship technology. Thus, relevant literature can be found, for example, in [42], [44] etc. 

6.2 Simulation environment and setup 

6.2.1 Coupling methodology 

A high-fidelity numerical approach is applied to investigate hydrodynamic effects of the NAUTILUS-

10 floating foundation. Here, the methodology is briefly introduced. More details are included in [43]. 

 

Figure 47: Structure of the MBS-CFD coupling 

Hydrodynamics are calculated by means of the commercial CFD code ANSYS CFX. It uses the Finite-

Volume Method (FVM) to solve the Reynolds-Averaged Navier-Stokes (RANS) equations on structured 

and unstructured grids. The free surface is modelled by means of the Volume of Fluid (VOF) method 

that computes the shape and location of the free surface on the basis of a fractional volume function.  

The commercial MBS solver SIMPACK is applied for modelling of the structural properties and is 

coupled to CFD, see Figure 47. The MBS model is made of bodies, which are connected by joints of 

various type. Structural properties for the mass, centre of gravity and inertia are defined. External forces 

like simple spring-damper elements or complex aerodynamic forces on rotor blades may be applied. The 

resulting MBS topology for forced oscillation and free-decay tests in heave is presented in Figure 48. 

Here only the heave degree-of-freedom is considered with a rigid foundation not moored to the seabed. 
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Figure 48: Topology of the MBS model used for forced oscillation and free-decay tests in heave. Hydrodynamic loads 

from CFD are included by means of the force element FLUID2SPCK. 

6.2.2 Numerical wave tank modelling 

The geometry of the NAUTILUS-10 is based on the specifications given in [30] and [29]. Model com-

plexity is reduced because the foundation is symmetric in the xz- and yz-plane, see Figure 49: Illustration 

of the surface mesh of the NAUTILUS-10.. This allows to mesh only 1/4th of the substructure for forced 

oscillation and free-decay tests in heave and decrease the computational effort by a factor of 4. In order 

to compare findings with data from the experiment or other simulation tools, the numerical results have 

to be multiplied by 4 in post-processing. The MBS-CFD model is setup in the numerical domain in 

model scale with a scaling factor of λ = 36 according to [37] and a water depth of d = 130 m. A hybrid 

mesh (Figure 49) is used to spatially discretise the platform. The Y-type connection between the cylinder 

and pontoons at the bottom is meshed by means of tetrahedral grid elements. Prisms are located at sur-

face to resolve the boundary layer and pyramids are included at the interface with the hexahedral mesh 

that is used for the remaining parts of the Numerical Wave Tank (NWT). For simplification the star-

shaped deck and transition piece at the top of the platform is neglected because of missing hydrodynamic 

influence for forced oscillation and heave free-decay tests in heave. Two mesh variations are investi-

gated, a fine mesh with approximately 890.000 cells in total and a coarse mesh with 407.000 grid ele-

ments.  

Figure 49: Illustration of the surface mesh of the NAUTILUS-10. The mesh at the right is cut below the foundation. 
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The NWT has multiple boundary conditions. The seabed is a no slip smooth wall, the side (yz-plane) at 

ymax is a free slip wall and the top is an opening of type entrainment. Symmetries are applied at the yz-

plane (x = 0 m) and xz-plane (y = 0 m). The outlet is an opening with hydrostatic pressure distribution 

and the floating foundation is modelled by means of no slip smooth wall.  

The mesh is deformed in the vicinity of the floating foundation allowing the substructure to move ac-

cording to the kinematics calculated by the structural solver (MBS). A three-dimensional deformation 

function D(x,y,z) is defined with 0 ≤ D ≤ 1. It is based on a geometric description of an ellipsoid with 

principal semi-axes a, b and c. For D = 0 no mesh deformation is present and for D = 1 the mesh is 

completely translated and rotated. In the transition region the mesh is deformed according to the multi-

plication of D with the deformations from the MBS solver. The two limits of D are geometrically spec-

ified by an outer and inner ellipsoidal volume surface. The latter surrounds the platform and protects it 

from mesh folding due to stretching and compression. The first needs to fit into the NWT and allow 

enough room for mesh deformation. 

A numerical beach is implemented in the CFD domain to damp radiation waves generated by the moving 

platform. Two techniques are combined. Firstly, grid elements increase in size towards the outlet, side, 

seabed and top boundary condition to increase numerical damping. Secondly, momentum sources in x 

and z are included in the domain starting some distance behind the platform. They are proportional to 

the velocity squared and provide sufficient damping. 

During initialisation the NWT is filled up with water up to the free surface based on the hydrostatic 

pressure distribution and volume fractions for air and water. The initial velocities are u = v = w = 0 m s-

1. In case of free-decay simulations the platform is deflected in an initial simulation run without fluid

solvers to the final initial amplitude. The resulting deformed mesh is loaded into the pre-processor as 

initial mesh. In order to stabilise the initialisation of the coupled simulation it is beneficial to include a 

spring-damper element in MBS that fixes the platform for a small number of time steps, e.g. 10. 

General CFD solver settings for the coupled simulation are a homogenous multiphase model which 

results in the same velocity, turbulence, etc. fields for all fluids, an isothermal option at fluid temperature 

of 25°C, the application of the Shear Stress Transport (SST) turbulence model with automatic wall func-

tion and the neglect of surface tension. Water and air are modelled as incompressible fluids. All cases 

are run with the double-precision solver in parallel and the CFD domain is divided in 32 user specified 

partitions of direction [x, y, z] = [1, -1, 1], see Figure 50. 
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Figure 50: Illustration of the partitioning of the NWT with 32 partitions of direction [x, y, z] = [1, -1, 1]. 

6.3 Forced oscillation tests 

Forced oscillation tests are performed in still water (no wind, no waves) to evaluate the added mass 

and damping characteristics of the NAUTILUS-10 platform. The heave motion z, velocity 𝑧̇ and accel-

eration 𝑧̈ are defined by the following equations: 

 𝑧 = 𝑧𝑎 sin(𝜔𝑡) (6.1) 

 𝑧̇ = 𝑧𝑎𝜔 cos(𝜔𝑡) (6.2) 

 𝑧̈ = −𝑧𝑎 𝜔2sin(𝜔𝑡) (6.3) 

For the determination of hydrodynamic coefficients in heave (*33) the floating system is represented by 

a linear equation of motion: 

 (𝑚 + 𝐴33)𝑧̈ + 𝐵33𝑧̇ + 𝐶33𝑧 = 𝐹𝑧 (6.4) 

with body mass m, added mass coefficient A33 damping coefficient B33 and stiffness coefficient C33. 

The vertical force Fz acting on substructure is measured over time in CFD: 

 𝐹𝑧(𝑡) = 𝐹𝑎 sin(𝜔𝑡 + 𝜀𝐹𝑧
). (6.5) 

Equations 6.1 to 6.3 are inserted in 6.4 to solve for A33, B33 and C33: 
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from 𝜔𝑡 = 𝜋/2: 
𝐴33 =

𝐶33 −
𝐹𝑎 cos(𝜀𝐹𝑧

)
𝑧𝑎

𝜔2
− 𝑚 

(6.6) 

from 𝜔𝑡 = 0: 
𝐵33 =

𝐹𝑎 sin(𝜀𝐹𝑧
)

𝑧𝑎

𝜔

(6.7) 

from geometry: 𝐶33 = 𝜌𝑔𝐴𝑤 (6.8) 

with the area of water plane Aw for the NAUTILUS-10 platform using 4 times the cross-sectional area 

of the cylindrical columns of diameter dc = 10.5 m: 

𝐴𝑤 = 4
𝜋

4
𝑑𝑐

2 = 346.36 𝑚2.
(6.9) 

The in-phase components of the exiting force Fz are associated with inertia and stiffness and are calcu-

lated by integration over a whole number n of periods T of the measured signal and multiplication by 

cos(ωt). A similar equation is found for the out-of-phase components which are associated with damp-

ing: 

in-phase: 𝐹𝑎 cos(𝜀𝐹𝑧
) =

2

𝑛𝑇
∫ 𝐹𝑧(𝑡)

𝑛𝑇

0

sin(𝜔𝑡) 𝑑𝑡 (6.10) 

out-of-phase: 𝐹𝑎 sin(𝜀𝐹𝑧
) =

2

𝑛𝑇
∫ 𝐹𝑧(𝑡)

𝑛𝑇

0

cos(𝜔𝑡) 𝑑𝑡. (6.11) 

Equations 6.10 and 6.11 are inserted in equations 6.6 and 6.7 to solve for the coefficients A33 and B33. 

This procedure is also described in [42]. 

The initial amplitude of the oscillation is z0 = 0 m. A ramp function is used to increase the amplitude of 

the motion signal from 0 to za over one period T to improve numerical stability, for example see graph 

at top in Figure 51. A total simulation time of 10 periods is applied and the time step size is Δt = T/100. 

At first, the oscillation period is T = 19.22 s, which is the natural heave period of the free-floating system 

according to [35]. Further analysed periods are T = 5.7 s and T = 2.5 s. With increasing oscillation 

amplitude viscous effects are becoming more important and, thus, multiple amplitudes are tested with 

za = 0.1 m, za = 0.5 m, and za = 1.0 m. Additional, the sensitivity of the results on the mesh discretisation 

is determined by means of a coarse and fine mesh. Moreover, simulations are performed at model and 

full scale to see if scaling is of importance. 

Results for the heave motion z, the resulting vertical force Fz acting on the platform and the Peak Spectral 

Density (PSD) of the vertical force are presented in Figure 51 to Figure 53. Added mass and damping 

coefficients A33 and B33 are calculated based on the method described above and compared in Figure 54 

to results from linear potential flow theory (WAMIT). A quantitative summary of the calculated hydro-

dynamic properties is given in Table 7. Plots and data are given in full scale. 
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Figure 51: Forced oscillation test in heave with T = 19.22 s and 0.1 m ≤ za ≤ 1 m. Top: time series of platform heave z. 

Middle: vertical force component Fz over time. Bottom: PSD of vertical force component over frequency. 

 

Figure 52: Forced oscillation test in heave with T = 5.7 s and 0.1 m ≤ za ≤ 1 m. Top: time series of platform heave z. 

Middle: vertical force component Fz over time. Bottom: PSD of vertical force component over frequency. 
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Figure 53: Forced oscillation test in heave with T = 2.5 s and 0.1 m ≤ za ≤ 1 m. Top: time series of platform heave z. 

Middle: vertical force component Fz over time. Bottom: PSD of vertical force component over frequency. 

 

Figure 54: Forced oscillation test in heave with 2.5 s ≤ T ≤ 19.22 s and 0.1 m ≤ za ≤ 1 m. Left: added mass A33 over fre-

quency. Right: radiation damping B33 over frequency. The reference line is calculated by linear potential theory. 
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Table 7: Summary of simulation settings and resulting added mass and damping coefficients using MBS-CFD. Data is 

given in full scale. 

ID Mesh T [s] za [m] λ [-] KC [-] A33 [kg] 
A33 /A33,exp 

[-] 
B33 [kg s-1] 

F301 coarse 19.22 0.1 36 0.06 2.3089E+07 0.9893 1.0198E+06 

F302 coarse 19.22 0.5 36 0.30 2.3754E+07 1.0178 1.6016E+06 

F303 coarse 19.22 1.0 36 0.60 2.4617E+07 1.0548 2.2406E+06 

F304 fine 19.22 1.0 36 0.60 2.4593E+07 1.0538 1.8564E+06 

F305 fine 19.22 1.0 1 0.60 2.3942E+07 1.0258 1.6003E+06 

F311 coarse 5.7 0.1 36 0.06 2.1275E+07 0.9565 1.8052E+06 

F312 coarse 5.7 0.5 36 0.30 2.1787E+07 0.9795 3.3404E+06 

F313 coarse 5.7 1.0 36 0.60 2.2291E+07 1.0022 5.1833E+06 

F321 coarse 2.5 0.1 36 0.06 2.1339E+07 0.9480 6.3090E+06 

F322 coarse 2.5 0.5 36 0.30 2.2094E+07 0.9816 6.7183E+06 

F323 coarse 2.5 1.0 36 0.60 2.2739E+07 1.0102 1.1609E+07 

Based on the plots and data presented above several conclusions can be drawn. First, the higher the 

oscillation amplitude, the higher the added mas and damping coefficients derived from MBS-CFD using 

the same scaling factor and mesh discretisation. This behaviour is expected as viscous effects due to 

vortex shedding and wall friction increase with the amplitude as well as the additional mass of water 

that needs to be accelerated during one period.  

In general, the solution of the radiation problem in potential flow theory provides good results for the 

added mass of a floating foundation over a wide range of oscillation frequencies. The A33 using MBS-

CFD are close to the linear solution for all analysed periods with deviations of 1 to 5%. For simplifica-

tion the rigid body mass of the foundation was simulated with m = 1E-09 kg in MBS (see also Equation 

6.6) because of the prescribed motion leaving an empty hull in the CFD domain. 

However, the radiation damping B33 in potential flow that introduces damping on the heave motion of 

the platform due to radiation of water waves is much smaller than the damping calculated by MBS-CFD, 

especially for smaller oscillation periods like T = 2.5 s (f = 0.4 Hz). Again, this trend is foreseen as 

potential flow theory relies on small displacement assumptions and does not account for any viscous 

effects that are inherently included in the Navier-Stokes equations in CFD. The smaller the oscillation 

period (the higher the frequency), the higher the flow velocities and viscous effects as drag is getting 

more relevant. Within engineering-level tools for load calculations of floating offshore wind turbines 

one usually introduces viscous damping by means of Morison drag distributed on the elements of the 

platform or additional global matrices for linear and quadratic damping. 
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Additionally, the grid discretisation is examined. Case F303 uses a coarse mesh and F304 a refined mesh 

with identical simulation settings. The added mass predicted by the coarse mesh only differs by 0.1% in 

comparison with the fine mesh. Thus, the fine mesh is not beneficial when only looking at the added 

mass. But the viscous damping reduces by 17% in F304 with increased number of grid elements in the 

boundary layer and mesh region in the vicinity of the platform. In general, numerical damping depends 

on spatial discretisation, among other numerical influences like time stepping scheme as described in 

section 6.4, and increases for larger grid elements. Thus, the fine mesh is advantageous from the damp-

ing point of view. In previous studies for a different platform concept the same numerical behaviour was 

found for the damping characteristics in relation to the mesh size [45]. 

Usually, data from experiment and numerical simulation are most commonly compared in full scale by 

application of Froude scaling. Wave tank model tests are performed in model scale, of course, and the 

simulations using an engineering-level tool are usually done in full scale. CFD allows to model the flow 

field around the platform and the resulting hydrodynamic forces either in model or full scale depending 

on the mesh and input parameters. Besides F305, all MBS-CFD simulations are performed in model 

scale. By comparison to F304 that applies identical settings, one clearly observes that predicted values 

of added mass and damping reduce in full scale simulation. Differences for the two cases F304 and F305 

occur because of a significant mismatch in Reynolds number, which describes the ratio of inertial forces 

to viscous forces. For example, considering the height of the pontoons of zP = 1.5 m, see [30], the Reyn-

olds number for F305 at the maximum velocity of the heave oscillation is ReF305 = 5E+05 but for F304 

in model scale it is ReF304 = 3E+03. Taking into account the dependence of viscous drag on Reynolds 

number (and KC number) differences in hydrodynamic properties that are derived from CFD simula-

tions applying different scaling factors are inevitable. 

In order to demonstrate the flow development at the platform during one heave oscillation, the velocity 

field (magnitude in full scale) is plotted together with normalised, tangential velocity vectors for F323 

(highest amplitude and oscillation frequency). At the beginning, the platform is at z = 0 m and moving 

upwards (Figure 55). It reaches its maximum position in Figure 56 (zero velocity), moves downwards 

and reaches the initial heave position at z = 0 m again (Figure 57) and comes at rest at the minimum 

heave amplitude in Figure 58. The highest velocities occur at the corners of the pontoons and it can be 

observed that the platform moves in and out of shed vortices.  
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Figure 55: Velocity field at time t = 22.5 s for forced heave oscillation test F323 (T = 2.5 s, za = 1 m). The heave ampli-

tude is z = 0 m and moving upwards. 

Figure 56: Velocity field at time t = 23.1 s for forced heave oscillation test F323 (T = 2.5 s, za = 1 m). The heave ampli-

tude is maximum at z = 1 m. 
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Figure 57: Velocity field at time t = 23.8 s for forced heave oscillation test F323 (T = 2.5 s, za = 1 m). The heave ampli-

tude is z = 0 m and moving downwards. 

 

 

Figure 58: Velocity field at time t = 24.4 s for forced heave oscillation test F323 (T = 2.5 s, za = 1 m). The heave ampli-

tude is minimum at z = -1 m. 
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6.4 Free-decay test 

In contrast to the forced oscillation tests described in the previous section, this part deals with the 

analysis of free-decay tests in heave and comparison of numerical results against data from experiment. 

The model test in the wave basin comprises free-decay tests in free floating and moored condition in 

calm water. The natural period in heave for both setups is very similar as the mooring lines do not 

introduce noticeable additional restoring in heave. However, the platform draft increases slightly for the 

moored case because of a different mass distribution. 

The MBS-CFD model uses the same mesh properties and numerical wave tank as for the forced oscil-

lation tests in section 6.3 but without prescription of the platform motion by means of an excitation 

function in MBS. The initial heave amplitude is derived from experimental data of the moored platform, 

although no mooring is included in the free-decay simulation. There are three main reasons for this 

procedure. First, only the heave degree-of-freedom is considered in MBS-CFD for simplification, re-

sulting in zero motion in platform surge and sway and zero rotation in platform roll, pitch and yaw. In 

comparison to the free-floating condition without mooring, the measurements of the moored platform 

do not show a significant drift over time after the release, for example in surge, sway and yaw. Thus, 

the motion of the moored platform in free-decay is more representative for the simulation. Second, mul-

tiple repetitions of the free-decay for free floating and moored condition are performed. The best data 

set in terms of initial inclination and release is found for one free-decay test with mooring. Finally, it is 

assumed that the influence of mooring lines on the natural period of the heave free-decay is negligible 

for this type of floating system, which is confirmed by [35]. The moored free-decay data set is used as 

reference for the comparison to simulation. The MBS-CFD model, especially the platform mass, needs 

re-calibration to match the equilibrium position and draft of the moored platform. 

The simulation procedure is divided in two steps. First, the platform is placed in the undeformed mesh 

in CFD and an excitation drives the associated platform joint in MBS to the desired initial heave ampli-

tude of z0 = -3.34 m. This step is performed in CFD with enabled mesh deformation only, other equa-

tions, for example, for hydrodynamics, etc. are not solved in this preliminary step. In order to compare 

the results in a reliable way, the same initial heave amplitude needs to be applied in simulation and 

experiment, other degrees-of-freedom and initial velocities are neglected in this analysis for simplifica-

tion. Secondly, the actual decay simulation is started applying the initially deformed mesh with full set 

of equations enabled. Then, the floater decays from the initial heave excitation to equilibrium and the 

motion and forces, among other things, are tracked during the simulation for post-processing. 

Results include the damped natural period Td that is calculated from the mean of successive maxima and 

minima found in the z-signal. The non-dimensional damping ratio D is derived by application of the 

logarithmic decrement, following a procedure described in [42]. Thus, successive pairs of positive and 

negative maxima are evaluated to calculate damping ratios: 

𝐷𝑖 =
1

2𝜋
ln [

𝑧𝑎,𝑖 − 𝑧𝑎,𝑖+1

𝑧𝑎,𝑖+2 − 𝑧𝑎,𝑖+3
]. (6.12) 

Double amplitudes are used to avoid spreading due to possible zero-shift. The calculated damping ra-

tios Di are plotted over the mean heave amplitudes za,i: 

𝑧𝑎,𝑖̅̅ ̅̅ = |
𝑧𝑎,𝑖 − 𝑧𝑎,𝑖+1 + 𝑧𝑎,𝑖+2 − 𝑧𝑎,𝑖+3

4
|. (6.13) 
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Afterwards, a regression analysis is applied to characterise the damping. Pure linear damping results in 

a constant value, represented by a constant line in the plot: 

𝐷(𝑧𝑎̅̅ ̅) = 𝐷0. (6.14) 

But often non-linear damping behaviour appears in floating systems. Thus, linear and quadratic terms 

are introduced for the approximation of damping: 

𝐷(𝑧𝑎̅̅ ̅) = 𝐷1 + 𝐷2𝑧𝑎̅̅ ̅. (6.15) 

In this case, the intersection of the resulting curve with the vertical axis of the plot yields D1 and the 

slope of the line represents D2. 

This procedure is followed to quantify the natural period and damping of experiment and simulation for 

free-decay test in heave. Results are summarised in Table 8. The damping of the investigated platform 

in heave is approximated very well with a linear plus quadratic damping function. It is observed in 

Figure 60 by the good correlation between the plus symbols, representing maxima, and the dashed line, 

following Equation 6.15. The numerical simulation applying the coupled MBS-CFD environment can 

be approximated similarly in Figure 61, but it predicts higher damping ratios D0 to D1. A better fit is 

found for the quadratic term D2.  

Several influences can be identified for the estimation of damping from free-decay tests using this nu-

merical approach. First, mesh refinement and increased temporal discretisation (smaller time step) will 

reduce the numerical damping until convergence is reached. Additional, solver parameters such as the 

applied turbulence model in case of RANS will influence the numerical solution. A special feature oc-

curs with the coupled MBS-CFD methodology as only a first-order backward Euler time stepping 

scheme can be applied for the fluid solver as described in [46]. Thus, the quality of the numerical solu-

tion is reduced in comparison to higher-order schemes and the damping calculated by the solver in-

creases. However, switching to, for example, second-order is not possible as two-time steps would need 

to be communicated in the implicit coupling scheme which cannot be implemented with the closed 

commercial MBS and CFD solvers applied in this study. 

For the natural periods between experiment and simulation a much better correlation is observed, see 

Table 8. Simulation D31 slightly overestimates Td by about 2 percent which may be caused by the in-

creased damping and the mutual influence of damping on the natural period. In general, it is also found 

by the authors for other floating systems that natural periods are better approximated by the MBS-CFD 

approach even with a coarse mesh and medium size time step than damping. 

Platform heave signals are plotted against each other in Figure 59, again visualising the match in fre-

quency but higher damping for the simulation. 

Table 8: Summary of period and damping from heave free-decay test of experiment and MBS-CFD 

ID Method Mesh tstep [s] λ [-] Td [s] 
Td /Td,exp

[-] 
D0 [-] D1 [-] D2 [-] 

D30 Experiment 36 19.1400 1.0000 0.0374 0.0113 0.0942 

D31 MBS-CFD coarse T/100 36 19.4806 1.0178 0.1064 0.0637 0.1096 
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Figure 59: Free-decay test in heave. Top: time series of platform heave z. Middle: vertical force component Fz over 

time. Bottom: PSD of vertical force component over frequency. 
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Figure 60: Free-decay test in heave of experimental data. Left: time series in heave z with maxima and exponential fit. 

Right: damping function D fitted to successive maxima. 

 

Figure 61: Free-decay test in heave of MBS-CFD data. Left: time series in heave z with maxima and exponential fit. 

Right: damping function D fitted to successive maxima. 
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6.5 Conclusions 

For the forced oscillation cases, the higher the oscillation amplitude, the higher the added mass and 

damping coefficients derived from MBS-CFD using the same scaling factor and mesh discretisation. 

This behaviour is expected as viscous effects due to vortex shedding and wall friction increase with the 

amplitude as well as the additional mass of water that needs to be accelerated during one period. In 

general, the solution of the radiation problem in linear potential-flow theory provides good results for 

the added mass of a floating foundation over a wide range of oscillation frequencies. The heave added 

mass values using MBS-CFD are close to the linear solution from WAMIT for all analysed periods with 

deviations of 1 to 5%. However, the radiation damping in heave calculated with potential-flow theory, 

that arises from radiation of water waves, is much smaller than the heave damping calculated by MBS-

CFD, especially for smaller oscillation periods, like T = 2.5 s. This trend is foreseen, as potential-flow 

theory does not account for any viscous effects that are inherently included in the Navier-Stokes equa-

tions in CFD. The smaller the oscillation period (the higher the frequency), the higher the flow velocities 

for constant amplitudes and the more relevant are the viscous effects.  

For the heave free decay, mesh refinement and increased temporal discretisation (smaller time step) will 

reduce the numerical damping until convergence is reached. Additional, solver parameters such as the 

applied turbulence model in case of RANS will influence the numerical solution. In general, it is also 

found by the authors for other floating systems that natural periods are better approximated by the MBS-

CFD approach even with a coarse mesh and medium size time step than damping. 
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 Damping detection by Operational Modal Analysis for the NAUTILUS-

DTU100F

1 

7.1 Introduction 

The aim of this study is to numerically reproduce the slow-drift response observed in physical tests, by 

combining both viscous and inviscid slow-drift forcing with a simplified damping model, suitable for 

efficient solution of the response. We further investigate the applicability of Operational Modal Analysis 

(OMA) to extract damping levels from the physical tests in operational sea states of Thys et al. [37] [35]. 

The extraction of damping from the test data is done through OMA, a set of methods that provide modal 

properties of a structure — usually natural frequencies, damping ratios and mode shapes — through the 

analysis of response data in operational conditions. Since the OMA toolset is output-only (meaning that 

only the measured structural response is needed), it has the potential to become a robust and model-

independent way of estimating the modal properties of floating wind turbines. Although OMA 

comprises several different methods (see Brincker and Ventura [47]), they all work under the same set 

of assumptions: i) the system can be described with linear equations of motion; ii) the motions are lightly 

damped; and iii) the excitation loads can be considered as white noise. For this study, the Ibrahim Time 

Domain (ITD) method was selected [48] [49] [50]. A summary of the OMA method applied for this 

study can be found in Pegalajar-Jurado and Bredmose [18]. 

The application of OMA techniques to the rigid-body motion of floating wind turbines was first done 

by Ruzzo et al. [51]. In their work, which was purely numerical, a numerical model was set up for a spar 

floating wind turbine, with Morison-based hydrodynamics and linear waves from a JONSWAP 

spectrum with significant wave height of 2 m and two different peak periods. The damping ratios 

estimated by applying the Frequency-Domain Decomposition (FDD) method to the model output were 

compared to the damping ratios specified in the model input. While a general good agreement was 

reported for the dominant modes in cases where the wave peak frequency was far from the system natural 

frequencies, a worse comparison was observed for non-dominant modes or in the case where the wave 

peak frequency was too close to a natural frequency for the resonant modes. Sall [52] applied the 

Eigensystem Realization Algorithm (ERA) method to physical test data of a scaled semisub floating 

wind turbine. Although the time series were not always long enough to assure a stable output, the 

damping ratio was observed to generally increase with the sea state severity. Ruzzo et al. [53] also 

concluded that the modal damping ratios estimated with OMA are sensitive to the length of the time 

series analyzed. Nava et al. [54] applied the Covariance-driven Stochastic Subspace Identification 

(COV-SSI) method to extract heave and pitch modal properties of the NAUTILUS concept from wave-

basin test data. The method provided a good estimate of the heave and pitch natural frequencies, but did 

not provide reliable estimates of the damping ratios.  

In this study we separate the different contributions of the Morison drag to allow calibration of the 

damping without altering the forcing term. Further, considering i) that the quadratic damping 

contribution in the Morison drag dominates for decay tests in still water, while the linear damping term 

becomes more important in waves; ii) the wish to keep the model in a linear response format; iii) the 

wish for easy calibration; and iv) compatibility with OMA results, we approximate viscous effects by a 

pure forcing term and a linear damping matrix. We explore OMA as a tool to estimate the linear damping 

matrix for different wave conditions, and also investigate further simplifications of the hydrodynamic 

added mass and radiation damping matrices. We discuss the damping level as a function of the sea state, 

                                                      
1 This section is an extract of [18]. For further details please refer to the original paper. 
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and quantify the success of the simplified linear damping format by comparing to physical test data in 

terms of time series, PSD and exceedance probability plots of the response in six DoFs.  

7.2 Environmental conditions 

Table 9 shows the four environmental conditions considered here, all of them with a total duration of 

11180 s, equal to 3 h and 1080 s in full scale. In the table, 𝐻𝑠 indicates the significant wave height of 

each sea state, while 𝑇 corresponds to the period range for the pink-noise spectra (P1 and P2) and to the 

peak period for the Pierson-Moskowitz spectra (M1 and M2). The case M2 corresponds to the 50-year 

sea state for the selected site in the Gulf of Maine (see Krieger et al. [55]). 

Table 9: Subset of target environmental conditions in [37] selected for this study. 

Case Spectrum 𝐇𝐬 [m] 𝐓 [s] 

P1 Pink noise 2.0 4.5-18.2 

P2 Pink noise 4.0 4.5-18.2 

M1 Pierson-Moskowitz 7.7 12.4 

M2 Pierson-Moskowitz 10.9 15.0 

7.3 The numerical model 

The numerical model is an in-house tool specifically developed for the present study. Aerodynamic 

loads are not included, the rotor is parked and, linked to the focus on low-frequency response, the wind 

turbine tower and blades are considered rigid. Dynamic mooring loads are included through the 

MoorDyn model [56] coupled through a dynamic-link library (DLL). The model captures the six rigid-

body DoF of a floating wind turbine: surge, sway, heave, roll, pitch and yaw. The level of fidelity is 

similar to standard state-of-the-art aeroelastic tools, although some simplifications to the standard 

modelling techniques are introduced, as detailed later in this section. 

The starting point for the model are the linearized equations of motion (EoM) of a floating body 

(Cummins [57], Ogilvie [58]) with forcing terms from waves, mooring reactions and viscous effects, 

 
(𝐌 + 𝐀∞)𝝃̈ + ∫

𝑡

0

𝐊(𝑡 − 𝜏)𝝃̇(𝜏)𝑑𝜏 + 𝐂ℎ𝑠𝑡𝝃 = 𝐅𝑒𝑥𝑐 + 𝐅𝑚𝑜𝑜𝑟 + 𝐅𝑣𝑖𝑠. (7.1) 

Here 𝝃 = [𝜉1. . . 𝜉6]
𝑇 is the vector of displacements in the six DoFs, and dot indicates time derivative. 

The frequency-domain tool WAMIT [59] was used to solve the radiation-diffraction problem (see 

Newman [9]) and thus obtain a matrix of hydrostatic stiffness 𝐂ℎ𝑠𝑡, as well as frequency-dependent 

matrices of added mass 𝐀(𝜔) and radiation damping 𝐁𝑟𝑎𝑑(𝜔) and a frequency-dependent vector with 

the Fourier coefficients of the wave excitation loads, 𝐅̂𝑒𝑥𝑐(𝜔). In Eqn. (7.1) 𝐌 is the mass and inertia 

matrix, and 𝐀∞ is the infinite-frequency limit of the added mass matrix. The wave excitation loads in 

the time domain are given by 𝐅𝑒𝑥𝑐, while the mooring reactions and viscous effects are 𝐅𝑚𝑜𝑜𝑟 and 𝐅𝑣𝑖𝑠, 

respectively. The convolution integral in Eqn. (7.1) is due to radiation memory effects, where 𝐊(𝑡) is 

the radiation-retardation kernel, given by the cosine transform of the radiation damping, 
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𝐊(𝑡) =

2

𝜋
∫

∞

0

𝐁𝑟𝑎𝑑(𝜔)cos(𝜔𝑡)𝑑𝜔. (7.2) 

7.3.1 Simplification of viscous forcing and damping 

Viscous effects are commonly computed through the drag term of the Morison equation [60], which 

gives the drag force 𝑑𝐹 normal to a cylindrical member section with diameter 𝐷 and length 𝑑𝑙 as 

 
𝑑𝐹 =

1

2
𝜌𝐶𝐷𝐷|𝑣𝑓 − 𝑣𝑠|(𝑣𝑓 − 𝑣𝑠)𝑑𝑙. (7.3) 

Here 𝜌 is the water density, 𝐶𝐷 is a drag coefficient, and (𝑣𝑓 − 𝑣𝑠) is the local relative velocity between 

the fluid particles and the structure, perpendicular to the member axis. Equation (7.3) may also be written 

as 

 
𝑑𝐹 =

1

2
𝜌𝐶𝐷𝐷𝑠𝑔𝑛(𝑣𝑓 − 𝑣𝑠)(𝑣𝑓 − 𝑣𝑠)

2𝑑𝑙 ≡
1

2
𝜌𝐶𝐷𝐷𝑠𝑔𝑛(𝑣𝑓 − 𝑣𝑠)(𝑣𝑓

2 + 𝑣𝑠
2 − 2𝑣𝑓𝑣𝑠)𝑑𝑙, (7.4) 

which shows that viscous effects are the sum of a pure forcing term, a quadratic damping term and a 

linear damping term. In Eqn. (7.1), the vector 𝐅𝑣𝑖𝑠 corresponds to 

 
𝐅𝑣𝑖𝑠 = ∫

𝑙

1

2
𝜌𝐶𝐷𝐷|𝑣𝑓 − 𝑣𝑠|(𝑣𝑓 − 𝑣𝑠)𝑑𝑙. (7.5) 

The structural velocity 𝑣𝑠 normal to the member axis at a location 𝑟 is obtained by multiplying the local 

velocity by a normal unit vector 𝑛⃗⃗, 

 𝑣𝑠 = 𝑛⃗⃗ ⋅ [[𝜉̇1𝜉̇2𝜉̇3]
𝑇 − 𝑟 × [𝜉̇4𝜉̇5𝜉̇6]

𝑇]. (7.6) 

Under the assumption that 𝑠𝑔𝑛(𝑣𝑓 − 𝑣𝑠) = 𝑠𝑔𝑛(𝑣𝑓) and by neglection of the quadratic damping term, 

we approximate the drag loads as 

 
𝐅𝑣𝑖𝑠 ≈ ∫

𝑙

1

2
𝜌𝐶𝐷𝐷|𝑣𝑓|𝑣𝑓𝑑𝑙 − ∫

𝑙

𝜌𝐶𝐷𝐷|𝑣𝑓|𝑣𝑠𝑑𝑙 ≈ 𝐅𝑣𝑖𝑠′ − 𝐁𝑣𝑙𝝃̇, (7.7) 

where 𝐅𝑣𝑖𝑠′ is the integral of the drag forces considering the local absolute velocity of the fluid particles 

(or the pure forcing term), and the linear damping term is represented by a constant matrix applied to 

the bulk motion of the floater. The main motivation for this simplification is that the overall linear 

damping will be calibrated later anyway. While the original relative Morison formulation will capture 

local phenomena better, the simpler damping format of Eqn. (7.7) is chosen due to ease of calibration 

and computational efficiency. The quadratic damping term, which is not considered here, dominates for 

decay tests in still water but it is expected to be less important than the linear term in wave conditions. 

Given the factor |𝑣𝑓| in the second term of Eqn. (7.7), 𝐁𝑣𝑙 is expected to increase in magnitude for 

increased wave velocity levels, for a successful approximation of Eqn. (7.5) by Eqn. (7.7). With the 
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simplifications mentioned so far, a connection to a linear version of the EoM (solvable in the frequency 

domain) is also possible, although this step has not been taken in this study. 

7.3.2  Simplification of added mass and radiation damping 

Motivated also by the fact that OMA captures global linear damping ratios, the effect of the frequency-

dependent radiation damping (represented by the convolution integral in Eqn. (7.1)) is also lumped into 

a constant linear global damping matrix 𝐁, thus losing the frequency dependence. This step is justified 

by observing that generally all responses but heave are dominated or heavily influenced by resonance at 

the natural frequencies. For example, Figure 62 shows the pitch-pitch element of the frequency-

dependent radiation damping matrix, as well as the pitch-pitch element of the linear damping matrix 

after calibration for the sea state P1. It can be seen that the radiation damping alone is not able to 

counteract the resonance, given that its value at the natural frequency (black dashed line) is very small 

compared to the amount of damping needed to obtain a reasonable resonant response (red solid line). 

On the other hand, including both sources of damping leads to overdamping in the wave frequency range 

(green dashed lines), where the radiation damping is significantly higher than the constant linear 

damping. It is also worth noting that avoiding the convolution integral in the model significantly reduces 

the computational time. 

 

Figure 62: Radiation damping and the linear damping needed in the pitch degree of freedom for sea state P1. The 

black dashed line indicates the pitch natural frequency of the moored system, while the green dashed lines indicate the 

wave frequency range. 

Since the convolution integral also contributes to the added mass, the effect of its simplification on the 

response-amplitude operators (RAOs) was investigated. As an example, the surge RAO for the moored 

floating wind turbine is shown in Figure 63. It was computed from the first-order wave excitation loads 

and using a linearized mooring matrix. Three different RAOs are compared in the figure: the RAO using 

frequency-dependent added mass 𝐀(𝜔) and radiation damping 𝐁𝑟𝑎𝑑(𝜔) from the WAMIT solution 

(blue); the RAO using the zero-frequency added mass 𝐀0 and the constant damping matrix 𝐁 calibrated 

for sea state P1 (red); and the RAO using the infinite-frequency added mass 𝐀∞  and the constant 

damping matrix 𝐁 calibrated for sea state P1 (green). The left panel is centered at the surge natural 

frequency, and shows that the radiation damping alone would lead to an unrealistic surge response. The 

right panel focuses on the wave frequency range for the same sea state. Here we see that, while 

neglecting the convolution integral leads to errors in the RAO, the zero-frequency limit is a better 

alternative than the infinite-frequency limit in such case. 
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Figure 63: Comparison of surge response-amplitude operator using frequency-dependent and constant radiation 

properties. The left panel is centred at the surge natural frequency, while the right panel shows the wave frequency 

range for sea states P1 and P2.  

7.3.3 The final equation of motion 

The modelling choices presented above mean that all the damping effects on the floater are lumped into 

the matrix 𝐁, with the only exception being the viscous drag on the mooring system (see Section 7.3.8). 

The EoM implemented in the model is therefore 

 (𝐌 + 𝐀0)𝝃̈ + 𝐁𝝃̇ + 𝐂ℎ𝑠𝑡𝝃 = 𝐅𝑒𝑥𝑐 + 𝐅𝑚𝑜𝑜𝑟 + 𝐅𝑣𝑖𝑠′. (7.8) 

The different elements involved in Eqn. (7.8) are discussed in the following subsections. 

7.3.4 Linear damping matrix 

The linear damping matrix is built from damping ratios extracted from the test data with Operational 

Modal Analysis. For the present case, the input data array contained time series of measured surge, 

sway, heave, roll, pitch and yaw, hence. In order to isolate the resonant responses, each of the six raw 

signals was band-pass filtered with a bandwith of 0.03 Hz centered around the natural frequency of the 

given DoF. Furthermore, the correlation matrix was truncated at 𝑡 = 500 s, given that the correlation 

functions contained only noise for 𝑡 > 500 s. 

Since OMA provides modal damping ratios, the linear damping matrix 𝐁 is also built in the modal space. 

We choose to base the numerical modal damping matrix on the modal vectors of the numerical model, 

combined with the damping ratios from the OMA analysis. The numerical model's system matrix 𝐃𝑛𝑢𝑚 

is built as 

 𝐃𝑛𝑢𝑚 = (𝐌 + 𝐀0)
−1(𝐂ℎ𝑠𝑡 + 𝐂𝑚𝑜𝑜𝑟), (7.9) 

where 𝐌 is the mass matrix, 𝐀0  is the zero-frequency limit of the added mass matrix, 𝐂ℎ𝑠𝑡  is the 

hydrostatic restoring matrix and 𝐂𝑚𝑜𝑜𝑟 is the mooring restoring matrix, resulting from the linearization 

of the mooring system around the equilibrium position in still water. The diagonalization of 𝐃𝑛𝑢𝑚 

provides a set of eigenvectors contained in the columns of 𝚿𝑛𝑢𝑚, which is used to diagonalize the 

model's mass and stiffness matrices, 
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[𝑚𝑛] = 𝚿𝑛𝑢𝑚
𝑇 (𝐌 + 𝐀0)𝚿𝑛𝑢𝑚, (7.10) 

[𝑘𝑛] = 𝚿𝑛𝑢𝑚
𝑇 (𝐂ℎ𝑠𝑡 + 𝐂𝑚𝑜𝑜𝑟)𝚿𝑛𝑢𝑚. (7.11) 

For each mode, the modal damping coefficient is thus computed as 𝑏𝑛 = 2𝜁𝑛√𝑚𝑛𝑘𝑛 . Finally, the

diagonal matrix of modal damping coefficients [𝑏𝑛] is transformed back to the physical space by virtue

of 

𝐁 = (𝚿𝑛𝑢𝑚
𝑇 )−1[𝑏𝑛]𝚿𝑛𝑢𝑚

−1 . (7.12) 

Given the findings of Ruzzo et al. [51], it is part of the present study to investigated how well the 

damping detected with OMA can lead to a good match between the measurements and the model output. 

For this reason, a calibrated modal damping ratio is also found for each sea state. The six modal damping 

ratios 𝜁𝑛 are calibrated until the standard deviation 𝜎 of the computed response in each DoF is as close

as possible to the standard deviation of the measured response. In both signals the first 1080 s are 

discarded in the computation of 𝜎. By working with modal damping coefficients, the damping in each 

DoF is independently calibrated with only one parameter. 

7.3.5 Wave excitation loads 

The vector of wave excitation loads contains first- and second-order components, 

𝐅𝑒𝑥𝑐 = 𝐅𝑒𝑥𝑐
(1)

+ 𝐅𝑒𝑥𝑐
(2)

. (7.13) 

According to Pinkster [6], the second-order loads are due to five components, namely: 

6. the first-order relative wave elevation;

7. the quadratic interaction of the first-order velocity potential with itself;

8. the second-order velocity potential;

9. the interaction of the first-order potential and the first-order motion;

10. and the interaction of the first-order rotations with the first-order body accelerations.

As mentioned in Simos et al. [7], the first-order motion is sensitive to the amount of damping in the 

system. Since the viscous damping is expected to change with the sea state, the second-order analysis 

would have to be carried out for each sea state due to the dependence of the second-order solution on 

the first-order motion. Therefore, for the present work the contributions of the first-order motion to the 

second-order loads (items 4 and 5 in the list above) are not considered. This also allows a more general 

solution of the second-order problem, which is independent on the motion and can thus be re-used for 

different environmental conditions, including cases with wind forcing. This simplification is expected 

to have small effect for mild sea states, but it may lead to an underprediction of the second-order loads 

for severe sea states. On the other hand, computation of the Quadratic Transfer Functions (QTFs) 

including the first-order solution with insufficient damping may lead to overestimation of the second-

order loads [8]. Further details on the theory behind first- and second-order radiation diffraction theory 

can be found in Newman [9], Pinkster [6] and Lee [10]. 

For the present model, the time-domain implementation of the second-order hydrodynamic loads has 

been verified against FAST v8 [11]. Full difference-frequency QTF matrices were computed in WAMIT 
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for the six DoF, considering 50 angular frequencies in the range 0.0628-3.1416 rad/s, which corresponds 

to periods in the range 2-100 s. The sum-frequency loads were not included as they are expected to have 

negligible effects on the semisubmersible considered here (see [12], [8]). Taking advantage of 

symmetry, one quarter of the floater was discretized with 3719 panels (see Figure 64, right). 

Figure 64: Panel discretization of the free surface (left) and the floater (right) for the WAMIT analysis.  

The discretization of the free surface required a convergence study, where two parameters were varied: 

the radius of the partition inside which the integration of the quadratic forcing over the free surface is 

done numerically, RINNER; and the size of the free-surface panels relative to the body panel size at the 

free surface, SCALE. Results for RINNER values of 100, 300, 500 and 1000 m and SCALE values of 

1, 2, 4 and 8 were compared for angular frequencies corresponding to 1.00, 1.05, 1.10 and 1.35 rad/s 

[13]. The convergence study suggested that, although the effect of the free surface was small, a 

discretization with RINNER=500 and SCALE=4 was appropriate (see Figure 64, left). The agreement 

between the QTF results obtained with direct and indirect methods was also interpreted as a sign of 

numerical convergence with respect to panel resolution [14]. 

7.3.6 Viscous drag forcing 

To compute the viscous drag forcing term 𝐅𝑣𝑖𝑠′, the floater (see Figure 33) was divided into four vertical

columns and four rectangular horizontal members (square pontoon), as shown in Figure 65. The 

geometry simplification adopted preserves the total area of the square pontoon, but leads to 2.76% error 

in the moment of area. The error in the computation of viscous drag forcing is expected to be in the same 

order of magnitude, and negligible in the overall dynamics due to the hydrodynamic loads being inertia-

dominated. 
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Figure 65: Simplification of the square pontoon geometry (bottom view) for calculating viscous drag loads on the 

NAUTILUS-10 floater. 

Each of the eight members were discretized, and for each element the pure viscous drag forcing normal 

to the member axis was computed as 𝑑𝐹 =
1

2
𝜌𝐶𝐷𝐷|𝑣𝑓|𝑣𝑓𝑑𝑙, where the wave particle velocity 𝑣𝑓 at each

location was computed internally in the model based on Airy wave kinematics [61] up to 𝑧 = 0. The 

drag coefficients were estimated as 𝐶𝐷 = 0.68  for the columns based on lab-scale Reynolds and

Keulegan-Carpenter numbers at the still water level, and as 𝐶𝐷 = 2.05 for the rectangular members due

to flow separation in the sharp corners. 

7.3.7 Mass, gravity and hydrostatics 

The symmetric matrix of mass and inertia, referred to the entire structure, is built as 

𝐌 =

[
 
 
 
 
 
 
𝑚 0 0 0 𝑚𝑧𝐶𝑀 −𝑚𝑦𝐶𝑀

𝑚 0 −𝑚𝑧𝐶𝑀 0 𝑚𝑥𝐶𝑀

𝑚 𝑚𝑦𝐶𝑀 −𝑚𝑥𝐶𝑀 0

𝐼𝑥
𝑂 −𝐼𝑥𝑦

𝑂 −𝐼𝑧𝑥
𝑂

𝐼𝑦
𝑂 −𝐼𝑦𝑧

𝑂

𝐼𝑧
𝑂 ]

 
 
 
 
 
 

, (7.16) 

where 𝑚 is the total mass, 𝐼𝑥
𝑂, 𝐼𝑦

𝑂 and 𝐼𝑧
𝑂 are the mass moments of inertia referred to the flotation point

𝑂, (𝑥𝐶𝑀, 𝑦𝐶𝑀, 𝑧𝐶𝑀) is the position of the centre of mass (CM) and 𝐼𝑥𝑦
𝑂 , 𝐼𝑦𝑧

𝑂  and 𝐼𝑧𝑥
𝑂  are the products of

inertia. Note that due to symmetry in this case, 𝑥𝐶𝑀 = 𝑦𝐶𝑀 = 0 and 𝐼𝑥𝑦
𝑂 = 𝐼𝑦𝑧

𝑂 = 𝐼𝑧𝑥
𝑂 = 0. All the non-

zero values are taken as reported in [37]. The hydrostatic restoring matrix 𝐂ℎ𝑠𝑡 including contributions

from waterplane and centre of buoyancy was imported from WAMIT, and the contribution from gravity 

was added internally in the model. 

7.3.8 Mooring loads 

The mooring loads 𝐅𝑚𝑜𝑜𝑟 were computed externally by MoorDyn at each time step and coupled to the

model via a DLL. MoorDyn [56] is a dynamic lumped-mass mooring model that includes dynamic 

effects such as mass inertia, buoyancy and Morison-based hydrodynamic forces resulting from the 

motion of the lines in calm water (i.e. the mooring lines do not see the wave kinematics). As mentioned 

before, even though the aim of this study is to have all damping effects lumped into the linear damping 

matrix, the drag forces on the mooring lines were enabled to avoid unphysical mooring line vibrations. 

The drag coefficient was estimated as 𝐶𝐷 = 2 based on the lab-scale Reynolds and Keulegan-Carpenter

numbers. The damping effect of mooring drag loads on the floater motion was quantified by carrying 

out decay simulations in the model with all the linear damping coefficients set to zero. Table 10 shows 
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the linearized damping ratios estimated from these decay simulations, compared to the linearized 

damping ratios extracted from decay tests [37]. As observed in the table, the effect of mooring viscous 

drag on the floater motion is smaller for pitch and heave, while it is significant for surge and yaw. This 

will be taken into account when discussing the damping levels in the different operational sea states. 

Table 10: Damping effects on the floater motion resulting from drag loads on the mooring lines, compared to the 

linearized damping ratios in the decay tests [37]. 

 Surge  Heave  Pitch  Yaw 

𝜁𝑚𝑜𝑜𝑟[%]  1.7  0.4  0.9  2.2 

𝜁𝑡𝑒𝑠𝑡[%]  4.0  3.9  10.6  2.9 

7.4 Results and discussion 

We now compare to the test data the numerical results with calibrated damping ratios for the four sea 

states shown in Table 9. To avoid a minor offset in the heave response, the displaced volume in the 

model was adjusted to 98.77% of the value reported in [37]. Given that the motion signals were not 

zeroed between tests, the initial value in each time series was subtracted for comparison to the numerical 

output. For each environmental condition, the response in each of the six DoFs is shown in terms of a 

representative portion of the time series (left column), a PSD plot (central column) and an exceedance 

probability plot (right column). For both the PSD and the exceedance probability analysis the first 1080 

s were discarded to avoid initial transient effects. The PSD signals were smoothened by applying a 

moving-average filter with 20 points. The red vertical dashed lines in the PSD plots indicate the natural 

frequency in each DoF reported in [37]. The exceedance probability plots were obtained from peaks 

extracted from the time series, which were sorted and assigned a probability based on their position in 

the sorted list. To better compare the dynamics of the system, the mean was removed before carrying 

out the probability analysis, and the mean responses are included in the plots of time series and are 

compared later in this section. The red horizontal dashed lines in the probability plots correspond to the 

95% percentile. Each response plot is followed by a table comparing test and model response in each 

DoF in terms of the mean 𝜉, standard deviation 𝜎 and value at the 95% percentile 𝜉95%. The relative

error in 𝜎 and 𝜉95% is also shown.
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7.4.1 Response to pink-noise waves 

The response to the pink-noise sea state P1 is shown in Figure 66 and Table 11. All the DoFs but heave 

are dominated by resonance at the natural frequency, while the linear wave loads dominate the heave 

response and are also visible in roll and pitch. The model predicts well the motion in surge, sway and 

heave, with overpredictions up to 7% in the 95% percentile. The rotational motions show 

underpredictions up to 10%, with the yaw motion also showing error in the standard deviation. It was 

observed that the yaw motion was underpredicted for all sea states, and a match of 𝜎6 was never possible

even if the modal damping ratio 𝜁6 was set to zero. However, 𝜁6 = 0 does not mean that the yaw motion

is completely undamped, since the drag on the mooring lines introduces significant damping in yaw, 

surge and sway (see Table 10). Thus, the yaw underprediction is believed to arise from missing wave 

excitation. 

Figure 66: Time, frequency and exceedance probability plots for case P1. 

Table 11: Results statistics for case P1. 

𝝃𝒕𝒆𝒔𝒕 𝝃𝒎𝒐𝒅𝒆𝒍
𝝈𝒕𝒆𝒔𝒕 𝝈𝒎𝒐𝒅𝒆𝒍 𝒆𝒓𝒓. [%] 𝝃𝒕𝒆𝒔𝒕

𝟗𝟓% 𝝃𝒎𝒐𝒅𝒆𝒍
𝟗𝟓% 𝒆𝒓𝒓. [%] 

Surge [m]  0.40  0.54  0.69  0.69  0.0  1.46  1.55  +6.2 

Sway [m]  -0.13  -0.16  0.24  0.24  0.0  0.51  0.53  +3.9 

Heave [m]  -0.02  0.01  0.12  0.12  0.0  0.29  0.31  +6.9 

Roll [deg]  -0.01  0.00  0.04  0.04  0.0  0.11  0.10  -9.1 

Pitch [deg]  0.03  -0.01  0.12  0.12  0.0  0.32  0.30  -6.3 

Yaw [deg]  0.04  -0.03  0.21  0.17 -19.0  0.50  0.45  -10.0 
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Figure 67 and Table 12 show the response to the pink-noise sea state P2. The observations reported for 

P1 also apply to P2, although a better match of the 95% percentile is obtained in this case, with errors 

up to 5% in all DoFs but yaw. The yaw motion, on the other hand, is again significantly underpredicted 

with errors larger than those reported for P1. 

Figure 67: Time, frequency and exceedance probability plots for case P2.  

Table 12: Results statistics for case P2. 

𝝃𝒕𝒆𝒔𝒕 𝝃𝒎𝒐𝒅𝒆𝒍
𝝈𝒕𝒆𝒔𝒕 𝝈𝒎𝒐𝒅𝒆𝒍 𝒆𝒓𝒓. [%] 𝝃𝒕𝒆𝒔𝒕

𝟗𝟓% 𝝃𝒎𝒐𝒅𝒆𝒍
𝟗𝟓% 𝒆𝒓𝒓. [%] 

Surge [m]  1.47  1.61  1.24  1.24  0.0  2.69  2.76  +2.6 

Sway [m]  -0.35  -0.49  0.45  0.45  0.0  0.91  0.95  +4.4 

Heave [m]  -0.01  0.02  0.25  0.25  0.0  0.62  0.65  +4.8 

Roll [deg]  0.00  -0.01  0.09  0.09  0.0  0.23  0.23  0.0 

Pitch [deg]  -0.04  -0.04  0.26  0.26  0.0  0.68  0.67  -1.5 

Yaw [deg]  0.08  -0.09  0.57  0.38 -33.3  1.32  0.95  -28.0 
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7.4.2 Response to Pierson-Moskowitz waves 

The response to the Pierson-Moskowitz sea state M1 is shown in Figure 68 and Table 13. Surge, sway 

and yaw are still dominated by resonance, while heave is dominated by linear wave loads and roll and 

pitch show similar response at the wave range and at the natural frequency. Although a good match is 

observed in the exceedance probability plots, the spectral comparison seems less good than for the pink-

noise cases discussed above, especially for roll and pitch. This is a consequence of the calibration 

criterion, since the standard deviation 𝜎 relates to the response spectrum through 𝜎𝜉,𝑗
2 = ∫

∞

0
𝑆𝜉,𝑗(𝜔)𝑑𝜔.

Hence, matching 𝜎 ensures that the area under the response spectrum between test and model is the 

same, although local differences may exist. The 95% percentile values deviate up to 6%, with the yaw 

motion showing a worse prediction than for P1 and P2. The standard deviation of the surge response 

could not be matched in this case, even if 𝜁1 = 0. Still, a good match is observed in the exceedance

probability plot and the 95% percentile. As discussed for the yaw motion earlier, the drag on the mooring 

lines introduces significant damping in the horizontal DoFs, thus this level of damping combined with 

missing wave excitation forces leads to a mismatch in 𝜎1.

Figure 68: Time, frequency and exceedance probability plots for case M1. 

Table 13: Results statistics for case M1. 

𝝃𝒕𝒆𝒔𝒕 𝝃𝒎𝒐𝒅𝒆𝒍
𝝈𝒕𝒆𝒔𝒕 𝝈𝒎𝒐𝒅𝒆𝒍 𝒆𝒓𝒓. [%] 𝝃𝒕𝒆𝒔𝒕

𝟗𝟓% 𝝃𝒎𝒐𝒅𝒆𝒍
𝟗𝟓% 𝒆𝒓𝒓. [%] 

Surge [m]  3.03  1.86  2.38  2.14  -10.1  5.09  4.92  -3.3 

Sway [m]  -0.64  -0.54  0.68  0.68  0.0  1.49  1.54  +3.4 

Heave [m]  -0.10  0.06  0.73  0.73  0.0  1.85  1.96  +5.9 

Roll [deg]  -0.11  -0.01  0.19  0.19  0.0  0.50  0.52  +4.0 

Pitch [deg]  -0.09  -0.05  0.53  0.53  0.0  1.39  1.45  +4.3 

Yaw [deg]  0.00  -0.02  0.96  0.59  -38.5  2.15  1.49  -30.7 
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Figure 69 and Table 14 show the response to the Pierson-Moskowitz sea state M2. The observations 

reported for M1 also apply to M2, with errors within 10% in the 95% percentile for sway, heave, roll 

and pitch. The yaw prediction keeps getting worse with increasing sea state severity, with errors in 𝜎6

above 50%. In this case, although 𝜁1 = 𝜁2 = 𝜁6 = 0 the standard deviation of surge, sway and yaw could

not be matched, likely due to the combination of mooring drag damping and missing wave excitation. 

It is believed that this underprediction of wave excitation loads arises from the simplification of the 

QTFs (see Section 5.5), where the effect of the first-order motion on the second-order solution was 

neglected. As expected, the consequences of this approximation led to underprediction of the second-

order wave excitation loads. The underprediction becomes more apparent as the sea state severity 

increases, given that the first-order motion also increases with the wave height. This effect is only 

obvious in the horizontal DoFs (surge, sway and yaw), because these are always dominated by resonance 

and thus are more sensitive to the prediction of second-order loads. Heave is always dominated by linear 

wave loads, and roll and pitch are only dominated by resonance for mild sea states (P1 and P2), whereas 

for M1 and M2 they are also largely influenced by linear wave loads. 

Figure 69: Time, frequency and exceedance probability plots for case M2.  

Table 14: Results statistics for case M2. 

𝝃𝒕𝒆𝒔𝒕 𝝃𝒎𝒐𝒅𝒆𝒍
𝝈𝒕𝒆𝒔𝒕 𝝈𝒎𝒐𝒅𝒆𝒍 𝒆𝒓𝒓. [%] 𝝃𝒕𝒆𝒔𝒕

𝟗𝟓% 𝝃𝒎𝒐𝒅𝒆𝒍
𝟗𝟓% 𝒆𝒓𝒓. [%] 

Surge [m]  4.05  1.99  3.64  2.92  -19.8  7.97  6.59  -17.3 

Sway [m]  -0.80  -0.58  0.95  0.84  -11.6  2.13  1.93  -9.4 

Heave [m]  -0.14  0.08  1.36  1.36  0.0  3.41  3.72  +9.1 

Roll [deg]  -0.06  -0.01  0.27  0.27  0.0  0.71  0.72  +1.4 

Pitch [deg]  -0.19  -0.04  0.76  0.76  0.0  1.95  2.06  +5.6 

Yaw [deg]  0.03  -0.04  1.05  0.52  -50.5  2.29  1.32  -42.4 
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7.4.3 Mean-drift response 

Figure 70 shows the measured and modelled mean-drift responses in surge and sway for the four sea 

states. The predictions are slightly overestimated for mild sea states P1 and P2, while considerably 

underestimated for sea states M1 and M2 (especially in surge, where the error is -51%). This 

underprediction is likely due to the missing second-order wave excitation loads associated to the 

simplification in the QTFs, as well as to viscous drag forces being integrated only up to 𝑧 = 0 (see 

Section 7.3.6). Viscous mean drift is a third-order effect that occurs when the viscous forces are 

integrated up to the instantaneous free surface, or when they are applied to the instantaneous floater 

position (see Faltinsen [62]). Thus the model does not include these third-order effects. 

 

Figure 70: Mean-drift surge and sway responses for different sea states.  

7.4.4 Comparison of OMA and calibrated damping 

Figure 71 shows the damping ratios as a function of significant wave height. The damping ratios 

estimated with OMA (black) generally increase with 𝐻𝑠, as reported in Sall [52]. The increasing trend 

is clear for all modes but yaw up to M1, but a drop between the last two sea states is seen for surge, 

sway and heave. This observation can be linked to the assumptions OMA works under: i) linear system; 

ii) lightly-damped motions (10-15% damping); and iii) white noise excitation loads. The three 

assumptions are likely to be fulfilled for pink-noise mild sea states (P1 and P2). For Pierson-Moskowitz 

spectra (M1 and M2), however, assumption (iii) may only be fulfilled if the wave peak frequency is far 

enough from the system natural frequencies, which is more likely to be true for M1 than for M2. This is 

consistent with the observations reported in Ruzzo et al. [51]. Further, for case M2 (50-year sea state) 

the system is less likely to behave in a linear manner, thus (i) may also be violated. In other words, OMA 

may not be able to reliably detect the damping levels for M1 and M2. In addition, Bajrić et al. [63] 

reported that the damping estimated by OMA may not be reliable when the system has closely-spaced 

modes. This may also play a role in this case, since surge-sway and pitch-roll have the same natural 

frequencies due to symmetry. 

The calibrated damping ratios (blue) are close to the OMA predictions for case P1. The prediction is 

worse for P2, and completely deviates for M1 and M2 in all DoFs. Here, the above discussion on the 

OMA assumptions and how they are less likely to be fulfilled for M1 and M2 is also applicable. In 

additon, the missing second-order wave excitation plays an important role here. As discussed above, 

neglecting the first-order motion in the computation of the QTFs leads to underprediction of the second-

order loads for severe sea states, and its effect is more visible in the DoFs that are dominated by 

resonance — namely surge, sway and yaw. In a dynamic system, the same level of response can be 

maintaned if both excitation and damping are reduced. In the model, the missing second-order wave 

loads for M1 and M2 are compensated by a drop in the damping level, as seen for surge and sway in the 

first two panels of Figure 71. The yaw DoF is missing excitation in all sea states, hence the best possible 
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match is obtained with 𝜁6 = 0, which still leads to underpredicted motion due to the damping effect of

the mooring lines. 

Figure 71: Damping ratios for different sea states, estimated with OMA and calibrated. 

In operational cases with wind, however, the aerodynamic loads (which introduce both forcing and 

damping) are expected to dominate the low-frequency motion (see, for example, [64]), and may also 

change the applicability of OMA for estimation of damping properties. 

7.5 Conclusions 

Slow-drift forcing and damping are important for an accurate reproduction of the low-frequency motion 

of floating offshore wind turbines. Here we developed a numerical model that includes both inviscid 

slow-drift forcing through full QTF and viscous forcing. The model was set up to accommodate a linear 

damping matrix that represents all the damping effects on the floater. For that purpose, the classical 

Morison formulation of the drag forcing with relative velocity was simplified into a pure forcing term 

and a linear constant damping term, which can be calibrated to match the experiments. The linear 

damping representation enables a linear response formulation, which is attractive due to the easy 

calibration and later speed-up possibilities. Further, in the interest of numerical efficiency and with little 

error, the frequency-dependent radiation properties were replaced by constant added mass and damping 

matrices. Next, we investigated the possibilities of applying OMA to estimate the damping ratios. An 

alternative calibration of the damping ratios to fit the standard deviation of the measured response was 

further pursued. These damping ratios were identified and calibrated in the modal space, and later 

transformed to the physical space before applying them in the model. 

The model was validated with wave basin data for four sea states with increasing severity, including the 

50-year sea state. All the cases considered included waves misaligned with the structure's axes of 

symmetry, hence inducing three-dimensional response. Comparison to test data was made in terms of 

time series, PSD, and exceedance probability plots. The OMA damping estimates were found to be 

acceptable for the mild pink-noise sea states, while they needed significant calibration for the severe sea 

states with Pierson-Moskowitz spectra. For these cases no additional damping was needed in the 

horizontal degrees of freedom, since the damping induced by the mooring lines already produced 

underestimation of the response. Since the dynamic mooring description only included viscous damping 
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from the motion of the lines in calm water, we anticipated that the underpredicted response level is due 

to the neglection of the first-order motion effects in the applied QTFs. 

For the operational sea state with 𝐻𝑠 = 7.7 m, the damping calibration method of matching the standard 

deviation of the response gave quite good results with the surge motion being within 3.3% at the 95% 

quantile level. Similarly, heave and pitch was reproduced with a relative error of 5.9% and 4.3% 

respectively at the 95% level. The yaw response was always underpredicted, since even zero damping 

added in yaw implied an underprection in yaw response. This underprediction even at zero added 

damping also occurred in the 50-year sea state of 𝐻𝑠 = 10.9 m, where at the 95% quantile level a surge 

underprediction of 17.3% was obtained. At the same quantile, heave, pitch and yaw was obtained with 

a relative error of 9.1%, 5.6% and 42.4% respectively. As mentioned, the underpredictions are 

anticipated to be associated with the omission of certain QTF contributions. The error in the mean surge 

and sway responses was found to increase significantly with the sea state, likely due to missing third-

order mean viscous loads in the model.  

While calibration to the experiments is thus still needed, the linear format of the present model improved 

computational efficiency and was found capable of matching the response generally well, at least at the 

spectral and exceedance probability levels. The model can be further combined with more efficient ways 

of computing the QTFs found in the literature.  



    D4.8 Validation of advanced models and methods for cascading into simpler models

LIFES50+ Deliverable, project 640741 96/117 

Validation of aerodynamic models 
In the case of floating offshore wind turbines (FOWT) complexity in terms of aerodynamics of the wind 

turbine rotor is increased compared to fixed bottom wind turbines. This originates in the added 6 degrees 

of freedom of the platform which induce displacement and corresponding velocity and acceleration to 

the wind turbine rotor. Additional or more pronounced unsteady aerodynamic effects at the rotor are the 

result. For an efficient and accurate design of FOWT the aerodynamic loads must be calculated correctly 

requiring appropriate simulation tools. In this section, three different aerodynamic tools of varying fi-

delity are compared to measurement data acquired in a wind tunnel. It is aimed to identify aerodynamic 

phenomena occurring at FOWT and to give an estimation which tool fidelity gives the best results in the 

prediction of aerodynamic loads. This validation study is based on the deliverable “D4.7: Models for 

advanced load effects and loads at component level” from the LIFES50+ project [43]. In D4.7 the the-

oretical basis and methodology of the applied tools was presented. 

8.1 Experimental Data Basis 

The validation is based on experiments conducted at Politecnico di Milano within the LIFES50+ project 

and described in [65] and [66]. The setup consisted of a scaled version of the DTU 10MW [67] wind 

turbine which is referred as POLIMI 10MW – model scale (used scaling factors are 𝜆𝐿 = 75, 𝜆𝑣 = 3).

The turbine was mounted on an actuator and could be moved in surge- and pitch-direction simulating 

the wave motions which are acting on the platform (Figure 72). In the experiments the aerodynamic 

thrust force of the rotor was measured building the data basis for this validation. Hence, all results are 

presented at model scale.  

Figure 72: Schematic sketch describing degrees of freedom of platform for analysing aerodynamic effects 

8.2 Simulation Model and Setup 

The data of simulation model of the POLIMI 10MW – model scale can be found in [65]. The model 

with its structural properties was set up in the multi body simulation software SIMPACK. Hereby, tur-

bine was modelled by using rigid bodies in order to isolate aerodynamic effects. This approach is con-

sidered to be reasonable because the experimental model was also built very stiff. On the aerodynamic 

side different models are used: Aerodyn v13 applying the generalized dynamic wake model (GDW) 

[68], ECN BEM based on the blade element momentum theory (BEM) and ECN AWSM which is a 
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Lifting-Line Free Vortex Wake (LL-FVM) code [69]. All investigated aerodynamic models are coupled 

to SIMPACK. The setup of the aerodynamic tools is listed in  

. The underlying theory and the coupling to SIMPACK is explained in [43]. 

Table 15: Setup of aerodynamic tools for validation 

Tool Setup Aerodyn v13 ECN Aeromodule BEM ECN Aeromodule AWSM  

Time step 1deg rotor rotation per timestep 10deg rotor rotation per 

timestep 

Finite number of 

blades 

Generalized Dy-

namic Wake [68] 

Prandtl Tip Loss Intrinsic 

Turbulent wake 

state 

Linear Relationship tan-

gential to quadratic rela-

tion of induction factor 

and thrust coefficient 

Intrinsic 

Dynamic inflow ECN dynamic inflow 

model [70] 

Intrinsic 

Stall delay 3D correction 

model [71] 
3D correction model [72] 

Dynamic stall Not activated Snel dynamic stall model [73] 

 

8.2.1 Analysis Method 

 

The results are analysed by using the measure of the so-called dynamic thrust as defined by [65]. The 

term is used to describe the dynamic part of the thrust force meaning the portion of thrust force which 

is induced by the motion of the floating platform. The dynamic thrust is dependent on the velocity of 

the rotor hub. The shown plots of the dynamic thrust versus the rotor hub velocity can basically be 

described with the amplitude and area of hysteresis. 

8.3 Model Check 

8.3.1 Steady State Validation 

In a first check the general capabilities of the models in reproducing the integral forces must be exam-

ined. Therefore, the thrust force of the rotor was measured for different operation points in the experi-

ments at POLIMI [65].  
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Figure 73 Comparison of thrust force for fixed platform 

In Figure 73 the results of the different aerodynamic models are presented and compared to the meas-

urement data. It can be seen that the tools are in good agreement to each other for wind speeds below 4 

m/s (below rated). At above rated wind speeds, where blade pitch is active (see Error! Reference 

source not found.) the thrust force calculation of the tools is still close to each other but not as close as 

for below rated wind speeds. When compared to the measurement data the thrust force prediction of the 

tools is in acceptable agreement although there is a bigger discrepancy of about 10% at rated wind speed. 

Bearing these results in mind it is concluded that the tools are set up correctly and can be used for the 

unsteady calculations with a moving platform. 

Table 16: Operational Points of POLIMI 10MW – model scale [66] 

Wind Speed [m/s] Blade Pitch Angle [°] Rotor Speed [rpm] 

2.33 0 150 

2.70 0 161 

2.98 0 181 

3.83 (rated) 0 221 

5.33 12.5 240 

6.67 17.6 240 

8.3.2 Free Vortex Wake Discretization 

The results of a LL-FVM method are dependent on the discretization of the wake. The amount of wake 

points can be varied in the tool ECN AWSM with corresponding change in accuracy and calculation 

time. In order to verify that the solution is independent on the number of wake points two resolutions of 

the wake were investigated in Figure 74. It was found that a coarser discretization of the wake is suffi-

cient for the calculation and hence is used for the studies in order to save computation time. 
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Figure 74: Influence of varying discretization of the wake within ECN AWSM, Platform pitch motion 

(𝑭𝒓𝒆𝒒𝒖𝒆𝒏𝒄𝒚 (𝑭) = 𝟎. 𝟔𝟓𝑯𝒛, 𝑨𝒎𝒑𝒍𝒊𝒕𝒖𝒅𝒆 (𝑨) = 𝟏°) above rated wind speed (𝒗𝒘𝒊𝒏𝒅 = 𝟔.𝟔𝟕𝒎/𝒔) 

 

8.4 Model Validation for Moving Platform 

The model validation was conducted with isolated platform motions. The excitations of the platform 

were performed by using sinusoidal functions with different amplitudes and frequencies for surge and 

pitch direction. An overview of analysed motions is given in Error! Reference source not found.. 

Table 17: Overview of investigated platform motions 

Motion Amplitude Frequency Wind Speed [m/s] 

Slow surge 0.1 m 0.25 Hz 

2.33; 3.67; 5.33; 6.67 
Fast surge 0.01 m 2.1 Hz 

Slow pitch 3° 0.65 Hz 

Fast pitch 1° 2.1 Hz 

8.4.1 Surge Motion of Platform 

A comparison of the aerodynamic tools versus measurement data is made in Figure 75 for surge motions 

during below rated wind speed  𝑣𝑤𝑖𝑛𝑑 = 2.33𝑚/𝑠. In general, for this type of plots, amplitude and area 

of the hysteresis loop are of main interest for comparison (see also section 8.5.1). With that regard it is 

shown that the best agreement in both amplitude and area of hysteresis is reached between the LL-FVM 

code ECN AWSM and measurement data for the slower motion (Figure 75 left). The results of lower 

fidelity models Aerodyn and ECN BEM are in good agreement to each other but show discrepancies for 

the amplitude and area of hysteresis when compared to measurement data. For the faster excitation (Fig-

ure 75 right) all models show good agreement with measurement data. 
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Figure 75: Comparison of measurement data and different aerodynamic tools for platform surge-motions                 

(left: 𝑭 = 𝟎. 𝟐𝟓𝑯𝒛, 𝑨 = 𝟎. 𝟏𝒎; right: 𝑭 = 𝟐. 𝟏𝑯𝒛, 𝑨 = 𝟎. 𝟎𝟏𝒎) below rated wind speed (𝒗𝒘𝒊𝒏𝒅 = 𝟐. 𝟑𝟑 𝒎/𝒔) 

In Figure 76 it is focused on above rated wind conditions during surge motion of the platform where the 

blades are pitched by 17.6°. It is observed in the measurements that the faster motion (Figure 76 right) 

results in a large hysteresis loop whereas for the slower motion (Figure 76 left) hardly any hysteresis 

loop exists. This general feature is predicted by all aerodynamic tools qualitatively. In particular, the 

LL-FVM code ECN AWSM predicts the largest hysteresis loop compared to the other tools for the faster 

motion but is not able to match the measurement data. For the slower motion the best match in terms of 

amplitude is given by ECN AWSM. For both motions Aerodyn and ECN BEM are calculating nearly 

the same dynamic thrust. 
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Figure 76: Comparison of measurement data and different aerodynamic tools for platform surge-motions                 

(left: 𝑭 = 𝟎, 𝟐𝟓𝑯𝒛, 𝑨 = 𝟎. 𝟏𝒎; right: 𝑭 = 𝟐. 𝟏𝑯𝒛, 𝑨 = 𝟎. 𝟎𝟏𝒎) above rated wind speed (𝒗𝒘𝒊𝒏𝒅 = 𝟔. 𝟔𝟕 𝒎/𝒔) 

8.4.2 Pitch Motion of Platform 

In additional tests the platform was moved in pitch direction during the wind tunnel experiments. The 

resulting dynamic thrust for a slow and fast pitch motion below rated wind is shown in Figure 77. It is 

observed that all aerodynamic tools are in good agreement to each other for the slower motion (Figure 

77 left) but fail to predict the correct amplitude. Similar observations are made for the faster motion in  

Figure 77 right where again all tools are not able to calculate the amplitude measured in the experiments. 

However, discrepancy in terms of the area of hysteresis is observed between the LL-FVM method and 

the other tools Aerodyn and ECN BEM. Hereby, the LL-FVM method shows better agreement with the 

measurement data. 

Figure 78 shows the results for platform pitch motion during above rated wind speeds. Basically, similar 

observations can be made compared to the cases at below rated wind speed. All considered tools are not 

able to calculate the amplitude of dynamic thrust as seen in the measurements. It is remarkable that ECN 

AWSM gives predictions in terms of the area of hysteresis for the faster pitch motion (Figure 78 right), 

which are closer to the measurement data. In this case, Aerodyn and ECN BEM are nearly not calculat-

ing any hysteresis which is more deeply investigated in section 8.5.3. 
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Figure 77: Comparison of measurement data and different aerodynamic tools for platform pitch-motions  

(left: 𝑭 = 𝟎. 𝟔𝟓𝑯𝒛, 𝑨 = 𝟑°; right: 𝑭 = 𝟐. 𝟏𝑯𝒛, 𝑨 = 𝟏°) below rated wind speed (𝒗𝒘𝒊𝒏𝒅 = 𝟐. 𝟑𝟑 𝒎/𝒔)

Figure 78: Comparison of measurement data and different aerodynamic tools for platform pitch-motions  

(left: 𝑭 = 𝟎. 𝟔𝟓𝑯𝒛, 𝑨 = 𝟑°; right: 𝑭 = 𝟐. 𝟏𝑯𝒛, 𝑨 = 𝟏°) above rated wind speed (𝒗𝒘𝒊𝒏𝒅 = 𝟔. 𝟔𝟕𝒎/𝒔)
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8.5 Identification of Phenomena 

Multiple aerodynamic phenomena are relevant for the observations made in the model validation of the 

previous chapter. A few phenomena were picked for further analysis in the following section. 

8.5.1 Dynamic Inflow 

Dynamic inflow relates to the effect which occurs when the aerodynamic load at the wind turbine rotor 

changes unsteadily. In particular, higher structural loads and a delay in the structural response are ob-

served when the aerodynamic load is changed instantly. In the case of the conducted experiments and 

the corresponding plots, dynamic inflow can be seen as a hysteresis loop in dynamic thrust and a change 

in amplitude compared to a steady variation of the rotor hub velocity. In order to illustrate dynamic 

inflow effect calculations were made with the lower fidelity tools Aerodyn and ECN BEM which offer 

the capability in turning on/off the dynamic inflow models; results are presented in Figure 79. It can be 

clearly seen that without activated dynamic inflow model no hysteresis of dynamic thrust is calculated. 

In contrast, having the dynamic inflow model activated hysteresis of dynamic thrust and a change in 

amplitude are predicted. 

Figure 79: Comparison of measurement data and aerodynamic tools having dynamic inflow model active (w/ DI) and 

inactive (w/o DI), left (surge): 𝑭 = 𝟎. 𝟐𝟓𝑯𝒛, 𝑨 = 𝟎. 𝟏𝒎; right (pitch): 𝑭 = 𝟎. 𝟔𝟓𝑯𝒛, 𝑨 = 𝟑°) below rated wind speed 

(𝒗𝒘𝒊𝒏𝒅 = 𝟐. 𝟑𝟑𝒎/𝒔)

8.5.2 Dynamic Stall 

Dynamic stall refers to a local phenomenon at the blade/airfoil itself where a dynamic change of angle 

of attack leads to increased lift forces followed by a hysteresis loop. Although dynamic stall plays a role 

at timescales below the investigated platform motions calculations with activated and deactivated dy-

namic stall model were performed for one surge motion at below rated wind speed. Hereby the mean 

value of angle of attack was around 𝛼𝐴𝑜𝐴 = 4°. Figure 80 shows the results for the calculations with

ECN AWSM and ECN BEM because in both tools a robust dynamic stall model [70] is implemented 

which is not requiring further airfoil parameters as it is the case for Aerodyn. 
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The plots in Figure 80 show not significant influence of the dynamic stall model on the dynamic thrust 

for both ECN BEM and ECN AWSM. However, slight improvement of the results with activated dy-

namic stall model is found when comparing to the measurement data. According to the authors further 

investigation regarding the dynamic stall effect especially for model scale wind turbines may be helpful 

in order to estimate the importance of dynamic stall for FOWT. 

 

Figure 80: Comparison of measurement data and aerodynamic tools having dynamic stall model active (w/ DS) and 

inactive (w/o DS); left: ECN AWSM, right ECN BEM; surge motion with 𝑭 = 𝟐. 𝟏𝑯𝒛, 𝑨 = 𝟎. 𝟎𝟏𝒎, wind speed 

(𝒗𝒘𝒊𝒏𝒅 = 𝟑. 𝟔𝟕𝒎/𝒔) 

8.5.3 Wake Reduced Velocity 

A measure for characterising the unsteadiness of operational conditions for a FOWT is the so-called 

dimensionless wake reduced velocity (introduced in [74]) which is defined as: 

𝑉𝑊
∗ =

𝑈∞

𝑓 ∗ 𝐷
 

where 𝑈∞ is the incoming wind speed, 𝑓 the frequency of motion and 𝐷 the turbine diameter. Higher 

values (approximately 𝑉𝑊
∗ > 5) indicate steady or quasi-steady behavior. At low values of the wake 

reduced velocity (approximately 𝑉𝑊
∗ < 5) it is likely that an unsteady behavior exists where the wind 

turbine rotor is influenced by its own wake directly. In  

 the wake reduced velocity for operational conditions analyzed in chapter 8.4 is calculated. 
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Table 18: Calculation of the wake reduced velocity for investigated operational conditions 

   Wind Speed [m/s] 

Frequency [Hz] 2.33 3.67 5.33 6.67 

0.25 3.9 6.1 8.9 11.2 

0.65 1.5 2.4 3.4 4.3 

2.1 0.5 0.7 1 1.3 

 

The results for a surge motion with a relatively low and high wake reduced velocity are shown in Figure 

81. When analysing the results of the lower fidelity tools ECN BEM and Aerodyn the differences are 

clearly seen; for a low  𝑉𝑊
∗  the area of hysteresis is bigger than for the high  𝑉𝑊

∗ . Additionally, the am-

plitude for the high  𝑉𝑊
∗  is not changed when compared to a steady variation of the incoming wind speed. 

However, the lower fidelity tools are not able to predict the measurement data in the unsteady case 

whereas ECN AWSM shows good agreement with the measurement data.  

 

Figure 81: Influence of wake reduced velocity 𝑽𝑾
∗  on dynamic thrust for surge motion; left: 𝑽𝑾

∗ = 𝟑. 𝟗, 𝑭 = 𝟎. 𝟐𝟓𝑯𝒛, 

𝑨 = 𝟎. 𝟏𝒎, 𝒗𝒘𝒊𝒏𝒅 = 𝟐. 𝟑𝟑𝒎/𝒔; right: 𝑽𝑾
∗ = 𝟏𝟏. 𝟐, 𝑭 = 𝟎. 𝟐𝟓𝑯𝒛, 𝑨 = 𝟎. 𝟏𝒎, 𝒗𝒘𝒊𝒏𝒅 = 𝟔. 𝟔𝟕𝒎/𝒔 

In order to support the definition of the wake reduced velocity calculations were conducted where a low 

𝑉𝑊
∗  was initiated (see Figure 82). There is a big discrepancy between the lower fidelity tools and ECN-

AWSM. In the case of ECN AWSM a big hysteresis loop is calculated which cannot be seen in the 

results of Aerodyn and ECN BEM. 
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Figure 82: Comparison of aerodynamic tools for surge motion with increased oscillation frequency of platform, 𝑽𝑾
∗ =

𝟎. 𝟏𝟔, 𝑭 = 𝟔𝑯𝒛, 𝑨 = 𝟎. 𝟎𝟏𝒎, 𝒗𝒘𝒊𝒏𝒅 = 𝟐. 𝟑𝟑𝒎/𝒔 

8.6 Simulation-Time 

Besides result quality the tool choice is often dependent on the calculation time. In  

 average calculation times for the considered aerodynamic tools are presented. The simulations were run 

on a state-of-the-art CPU utilising one core. It is remarkable that the calculation time for ECN AWSM 

is much higher compared to the lower fidelity tools. The better results of ECN AWSM have a high price 

in terms of computational time. Due to the developing wake in the LL-FVM method the calculation time 

increases also with longer simulation times. However, it must be mentioned that the LL-FVM method 

offers a high parallelisation potential making it suitable for GPU-acceleration on many cores which 

eventually would drop the computational time drastically. 

Table 19: Average simulation times for the different aerodynamic tools 

Simulation time Aerodyn ECN BEM ECN AWSM coarse ECN AWSM fine 

10s 1 min 4-5 min 5-7 h 12-15 h 

20 s 2 min 6-7 min 12-15 h 35-40 h 

 

8.7 Summary of Aerodynamic validation 

Calculations of the aerodynamics at the rotor of a floating offshore wind turbine were made. In particu-

lar, the investigations were focused on the POLIMI 10MW – modelscale rotor for which wind tunnel 

measurement data exist; this includes especially data, where the platform was moved to simulate floating 
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platform motions due to waves. Aerodynamic tools of varying fidelity were used (low fidelity: Aerodyn, 

ECN BEM; higher fidelity: ECN AWSM) and coupled to the multi body simulation software SIM-

PACK. 

Overall it was found that the higher fidelity tool ECN AWSM delivers better agreement with the meas-

urement data than Aerodyn and ECN BEM. In particular, distinctions must be made between platform 

surge motions and platform pitch motions. For platform surge motions ECN AWSM calculates results 

having good agreement with the measurement data even for operational states where highly unsteady 

aerodynamics are expected. In contrast, Aerodyn and ECN BEM are not able to predict the measurement 

results accurately for highly unsteady conditions. It was shown that most likely the dynamic inflow 

models fail in such conditions. For platform pitch motions, all tools are not able to calculate close results 

compared to the measurement data. Platform pitch motions are more complex compared to surge mo-

tions in terms of the aerodynamics at the rotor. 

For future investigations it is recommended to further analyse platform pitch motions. Therefore, exper-

iments with sensors for visualising the flow field and CFD-calculations can help to better understand 

the occurring phenomena. Additionally, dynamic stall effects should be analysed in more detail for cre-

ating more accurate input conditions for simulations. 
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 Conclusions 
We have presented the validation of different advanced models against generic or experimental data 

from the LIFES50+ project. Further, we have demonstrated methods for application of the advanced 

model results within models of lower CPU cost. The conclusions of the different studies are summarized 

below: 

Validation of elastic modes against flexible monopile tests 

The results show that, in a generic setting, the coupled HAWC2-WAMIT approach for flexible sub-

structure modes is able to predict sectional loads in the substructure for irregular wave forcing. The 

model accuracy is limited due to the omission of nonlinear wave forcing effects and the omission of 

viscous drag loads. Despite these limitations, response outside of the primary wave spectrum was ob-

served, thus illustrating that the flexible solver does predict dynamic response at the natural frequency 

of the structure.  

Validation of second-order hydrodynamics in a state-of-the-art model of the OO-Star Wind 

Floater Semi 10MW 

From the comparison study of the full second-order solution and the Newman's approximation, and 

using the same calibrated global diagonal damping matrices in both models, the responses are similar 

for mild sea states. However, it was also shown that for a more severe sea state the larger second-order 

loads introduced by the full QTF solution generally counteract the negative damping needed for the 

Newman-based model.  

It was further shown how the 2nd-order wave forces calculated by the full second-order solution are 

much higher than the ones calculated from the Newman's approximation. This has a huge impact on the 

resonant responses located far from the diagonal in the QTF matrix. However, the surge response is 

matched very well by both models with only a slight difference in the calibrated damping ratio, and this 

is most likley related to the large natural period of surge (i.e. close to the diagonal in the QTF matrix). 

A deviation in the heave and pitch responses was observed for DLC 6.1 (1), which might arise from an 

increased resonant motion in heave, which may be too far from the diagonal in the QTF matrix to be 

properly captured by the Newman approximation.  

It was also observed that a faster calibration can be achieved if the damping matrix is calibrated by 

adjusting the modal damping ratios. However, both the modal approach and the approach where a diag-

onal linear damping matrix is calibrated are capable of reproducing the responses observed in the tests, 

if the calibration is properly done. 

Validation of OpenFOAM CFD for the OO-Star Wind Floater Semi 10MW 

The CFD setup was applied to a free heave decay test and showed a good match to the experimental 

results. An approximate mooring representation was developed and compared to the full mooring setup 

of a FAST model in a quasi-static setting. A regular wave forcing case was next compared to the model 

test results. The comparison includes the transient low-frequency response, where the floater is moved 

from its initial rest position towards the wave-drift driven offset. A good match in surge is seen for both 

the low-frequency transient and the motion at the primary wave frequency. For heave, a deviation in the 

low-frequency heave response was seen. This were discussed in terms of wave generation effects.  
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The effects of flow viscosity, turbulence modelling and wall boundary conditions was also demonstrated 

for selected test cases. Upon convergence, CFD simulations can give invaluable information on the flow 

physics. 

Validation of second-order hydrodynamics in a state-of-the-art model of the NAUTILUS-DTU10 

The use of difference-frequency full QTFs increased the response of the platform for the low-frequency 

region (below the wave excitation region), especially for pitch and roll, when compared to Newman’s 

approximation. The response in this low-frequency region for the extreme irregular wave test was, how-

ever, below that of the experimental data for the model tuned to the decay tests. A better comparison 

was achieved for the surge and sway degrees of freedom under the pink noise test, but the simulation 

still under-predicted the low-frequency responses for the other degrees of freedom. 

It was shown that, for tests with pink-noise waves, the model with the full QTFs can reproduce all the 

measured responses but yaw if the vertical drag coefficients are properly calibrated. Adjusting the drag 

coefficients, however, was not sufficient for complete replication of the response in all the platform 

degrees of freedom for the irregular wave tests and the pink-noise tests. For the extreme irregular wave 

case, it was also seen that as the vertical drag coefficients were reduced, the pitch response at the wave 

frequency range was also reduced. This is due to the fact that the Morison drag introduces both damping 

and forcing. 

Validation of CFX for the NAUTILUS-DTU10 

Forced heave oscillation tests using the MBS-CFD simulation environment was used to deliver added 

mass and damping coefficients. Predictions of added mass were in line with data from linear potential 

flow theory, like WAMIT. Damping includes viscous effects in CFD because of the nature of the un-

derlying Navier-Stokes equations. Engineering models include Morison drag or global damping matri-

ces for compensation of missing viscosity. The MBS-CFD analysis demonstrated the dependency of 

damping on oscillation amplitude and frequency. Grid resolution, temporal discretisation as well as 

solver parameters, like applied turbulence model for RANS simulation or time stepping scheme, influ-

enced the numerical solution process and thus the derived hydrodynamic parameters like damping. Thus, 

it is crucial to perform sensitivity studies in CFD in advance for model calibration. 

Decay tests in heave were performed and a good correlation to the experiment was found for the natural 

period. The damping behaviour of the MBS-CFD simulation can be increased by application of smaller 

time steps and better grid resolution, especially in the vicinity of the platform. 

In general, the high-fidelity MBS-CFD methodology is suitable for determination of hydrodynamic 

characteristics, execution of design studies and assessment of extreme loads. 

Damping detection by Operational Modal Analysis for the NAUTILUS-DTU10 

The damping ratios were found to be acceptably predicted by Operational Modal Analysis for mild sea 

states, while they deviated from the calibrated values for larger sea states. This was linked to the as-

sumption of white-noise forcing within the OMA theory, which is violated in the general wave-forcing 

case, where the natural frequency is placed outside the primary wave spectrum. 

Both OMA-based and calibrated damping ratios were found to depend on the sea state. The model gen-

erally captured well the response after proper calibration of the damping. For larger sea states, the re-

sponse in some degrees of freedom is under-predicted. This was linked to missing second-order inviscid 

loads and third-order viscous loads. 
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Validation of aerodynamic models 

Overall it was found that the higher fidelity tool ECN AWSM delivers better agreement with the meas-

urement data than Aerodyn and ECN BEM. In particular, distinctions must be made between platform 

surge motions and platform pitch motions. For platform surge motions ECN AWSM calculates results 

having good agreement with the measurement data even for operational states where highly unsteady 

aerodynamics are expected. In contrast, the BEM based methods are not able to predict the measurement 

results accurately for highly unsteady conditions. It was shown that most likely the dynamic inflow 

models fail in such conditions. For platform pitch motions, all tools are not able to calculate close results 

compared to the measurement data. Platform pitch motions are more complex compared to surge mo-

tions in terms of the aerodynamics at the rotor. 
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